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ABSTRACT

The Europa Lander Mission Concept presents a number
of challenges. The current mission concept would land
with a fixed amount of energy, an expected mission life-
time of approximately 30 days, and would be able to
communicate with the Earth in less than 42 out of ev-
ery 84 hours due to the Europa-Jupiter orbit. Addition-
ally, planned activities such as trenching and sampling,
will interact significantly with a largely unknown envi-
ronment and therefore may encounter failure or highly
variable duration or energy consumption when executing.
All of these factors present challenges for a conventional
ground operations paradigm.

We describe advanced prototyping of onboard autonomy
software to address such challenges. Onboard event
driven execution and rescheduling offer promise to en-
able the lander to adjust to execution feedback without
incurring costly ground interaction. We describe proto-
typing with the TRACE execution system and the Mexec
scheduling and execution system. We show how these au-
tonomy systems can address: uncertainty in domain mod-
eling, stochasticity at execution time, and the presence of
exogenous events.

Key words: surface mission autonomy; artificial intelli-
gence; scheduling; task execution; flight software; opera-
tions.

1. INTRODUCTION

Autonomy for robotic applications often must address
variation in execution and uncertainty in the quality of
environment models. In space-based applications, this
can be especially challenging when the environment is
largely unknown, reducing the quality of our a priori

*(c) 2022 California Institute of Technology. Government sponsor-
ship acknowledged.

models of the world. To address these problems, we de-
scribe an integrated approach to planning and execution
in an unknown, unpredictable environment. We describe
two system level autonomy frameworks for scheduling
and execution .

The primary empirical context of our model is a mission
concept to perform in situ analysis of samples from the
surface of the Jovian moon Europa [Han17]. Unlike prior
NASA missions, a priori domain knowledge is severely
limited and uncertain, and communication with Earth is
limited by long blackout periods (over 42 hours out of
every 84 hours). Consequently, a successful mission re-
quires a planning and execution framework that can oper-
ate autonomously for extended periods of time, is robust
to unprecedented levels of uncertainty, and is still capable
of maximizing its overall utility. Additionally, because of
the harsh radiation environment at Europa, mission life-
time and onboard computing are severely limited '.

On the other hand, the Europa Lander concept has a fairly
rigid definition of what actions the lander must perform
in order to produce utility. The ultimate goal for a Europa
Lander would be to analyze surface material and commu-
nicate the resulting data products back to Earth. To re-
ward accomplishment of these goals, we assign utility to
tasks such as sample excavation and seismographic data
collection, but the overwhelming majority of the mission
utility is not awarded until the lander communicates the
data down to Earth.

Our prototyping with the TRACE execution system
[dICL20] leverages this structure. TRACE represents
task networks in the BPMN process notation to enforce
operations constraints and achieve Europa Lander Mis-
sion Concept goals.

I As a point of reference, the RAD750 processor used by the Mars
2020 rover Perseverance has measured performance in the 200-300
MIPS range. In comparison, a 2016 Intel Core i7 measured over
300,000 MIPS, or over 1000 times faster. Furthermore, autonomy soft-
ware would only be allocated a portion of the computing cycles on-
board the flight processor resulting computation several thousand times
slower than a typical laptop.
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Our prototyping with the Mexec [TMH™'20, WRBC22]
planning algorithm leverages this domain-specific knowl-
edge by making use of a hierarchical task network (HTN)
and using heuristic-guided search to examine various task
combinations to maximize utility. In the HTN frame-
work, this means that tasks in a hierarchy produce very
little utility until the full hierarchy is executed.

In the remainder of this paper, we first describe the Eu-
ropa Lander Mission Concept. We then describe the
TRACE execution and Mexec scheduling and execution
software systems. We then discuss the current status of
the prototypes. We then discuss related and future work
and conclusions.

2. DOMAIN DESCRIPTION

The primary goal of the Europa Lander mission concept
is to excavate and sample the surface, analyze the sam-
pled material for signs of biosignatures, and communi-
cate that data back to Earth [Han17]. Additionally, there
are secondary objectives to take panoramic imagery of
the Europan surface and collect seismographic data. Lan-
der operations are generally limited to the accomplish-
ment of these two overarching goals. This provides sig-
nificant structure to the problem, since the concept mis-
sion clearly defines the sequence of actions required to
achieve these goals. Figure 1 displays the strong depen-
dency structure inherent to the Europa Lander concept
mission. In order to sample, the lander needs to have ex-
cavated a trench; in order to analyze, the lander needs to
have collected a sample; etc.

As a minimum requirement, the lander should excavate a
trench in the Europan surface, collect three samples from
that site, analyze those samples, and return that data to
Earth. The basic requirements of a mission would re-
quire only a single site to be excavated. However, there
is value in excavating additional sites, because the ma-
terial at different sites may possess different properties.
On the other hand, the lander may choose to resample the
same location, for example, in order to verify the discov-
ery of a biosignature. In the baseline mission concept, all
three of the lander’s samples are chosen from the same
target. Note that after the first site is excavated, no fur-
ther excavations are needed to sample from that trench;
all three sampling activities can share a single excava-
tion site. After excavation and sample collection, samples
must be transferred into scientific instruments that ana-
lyze the material and produce data products. Then, for a
mission to achieve any actual utility, those data products
must be communicated back to Earth.

In addition to sampling tasks, the lander may engage in
seismographic data collection and period panoramic im-
agery tasks. These are considered lesser goals, with lower
utility associated with their completion. As such, the data
products that these tasks generate are considered to have
lower value. However, these tasks also involve no sur-
face interaction, and have less uncertainty associated with

them as a result.

It is important to note that primary utility is only achieved
when data is downlinked back to Earth 2. This is true
for both the sampling and seismograph/panorama tasks.
Some excavation sites or sampling targets may provide
more utility than others if, for example, one of those tar-
gets has a positive biosignature and the other does not.
However, regardless of the quality of the material that the
lander samples, no utility is achieved unless that data is
communicated. This dynamic means that while poten-
tial utility is generated during the sampling and analysis
phases, it is only realized by completing relevant commu-
nication tasks.

The Europa Lander mission concept is also constrained
by a finite battery that cannot be recharged. Battery life is
a depletable resource, and the lander must use its energy
as efficiently as possible. Each task saps energy from
the battery, and our algorithm must plan accordingly to
maximize utility in face of this constraint. In addition to
this challenge, the surface characteristics of Europa are
uncertain, and any prior mission model that is generated
before landing is sure to have inaccuracies. In particu-
lar, the energy consumption of the excavation and sample
collection tasks is largely unknown. There is also signif-
icant variation in the utility of any given sample, since
the value of sampling a given target on Europa depends
on whether the material is scientifically interesting, e.g.
whether a biosignature is present.

3. THE TRACE EXECUTIVE

TRACE (Traceable Robotic Activity Composer and Ex-
ecutive) is a tool designed to holistically address the mod-
eling, verification, and execution of planned, opportunis-
tic, and contingency activities during robotic missions
from an event-driven execution perspective.

The Business Process Modeling and Notation (BPMN)
language is a standard maintained by the Object Manage-
ment Group that graphically models business processes
[Von]. Elements within BPMN include events based on
state or data, tasks for humans or automation, logical
gateways for process flows, and pools and lanes for or-
ganizing resources (see reference guide for more details
[Cam20]). TRACE tailors BPMN to the robotics domain.
Automated tasks, like service tasks, correspond to robotic
activities, like navigation or grasping an instrument with
a robotic arm. Data-driven elements, like conditional
events or exclusive gateways, use system data to allow
the executive to make decisions on how to flow through
the mission.

TRACE follows the BPMN rule set and integrates these
elements with the robotic system. Consequently, this
standardized language can be used to model a sequence

2While context imagery while preparing sampling locations has
some science value, the primary science value is from analysis of the
samples.
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Figure 1. A task network for the Europa Lander mission concept. The diagram represents a potential execution trace of

the mission that would fulfill baseline requirements.

of robotic activities tied together by logical constructs,
events, and time. A BPMN mission model encodes the
sequence of activities for the mission. The BPMN event
constructs provide a way to encode responses to opportu-
nities (e.g., detection of a new, interesting science tar-get)
or non-deterministic events (e.g., a subsystem fault) and
diverge the process flow to a secondary process that con-
tains a sequence of alternate activities. These contingent
(or opportunistic) activities can be modeled to execute in
parallel to planned activities (e.g., start up an instrument)
or to interrupt and then resume planned activities once
completed. Since TRACE’s modeling tool (composer) al-
lows a large degree of flexibility in designing the mission,
TRACE provides verification tools to ensure feasibility.

Specifically, the BPMN mission models can be translated
into the Process Meta Language (PROMELA) and in-put
into the Spin Model Checker with a set of mission re-
quirements expressed in Linear Temporal Logic (LTL).
Consequently, TRACE is able to verify if the mission
completes (e.g., no dead locks, no starvation) and if it
satisfies the mission requirements (e.g., per-form science
measurements at least k times) [dICLH*17].

Lastly, verified mission models are then executed by
TRACE’s executive, which integrates into the auton-
omy subsystem via a connector. The executive accesses
data (e.g., sensors, system health) and invokes subrou-
tines (e.g., navigate to coordinate) according to the mis-
sion model by interpreting it at runtime. Consequently,
TRACE is a potential end-to-end solution for flight mis-
sions by providing integrated tools for modeling, verifi-
cation, and execution of planned, opportunistic, and con-
tingency robotic activities. The TRACE executive han-
dles planned excavation and science activities, as well as,
contingency activities in response to subsystem faults.

4. THE MEXEC SCHEDULER AND EXECUTIVE

We are also prototyping system level autonomy using
MEXEC [TMH™20], an integrated planner and execu-
tive originally built for NASA’s Europa Clipper mission
[VGR™17]. Using Mexec we compare four approaches to
planning on the Europa Lander problem [WRBC22] sim-
ilar to those used in prior missions: a static plan without
failure recovery mechanisms, a static plan with ground
input for failure recovery (similar to current Mars Rover
operations) [Geal6], flexible execution without replan-
ning, and flexible execution with replanning optimiza-
tion. We explore the value of onboard autonomy: flexible
execution and replanning with plan optimization, and ex-
amine these techniques’ effects on utility in these scenar-
i0s. We demonstrate that, true to our model’s prediction,
each technique shows significant improvement in utility
achievement in the Europa Lander domain.

We design our planning system to respond intelligently
to stochasticity at execution time, since we expect this to
be a significant factor in our domain. Planning and exe-
cution are integrated in our approach, in order to respond
to variation and therefore better optimize overall utility
achieved. We achieve this integration through the use of
two techniques: flexible execution and replanning with
plan optimization.

4.1. Flexible Execution

Flexible execution is a lightweight rescheduling algo-
rithm that runs at a much higher cadence than the plan-
ner. This algorithm has two main properties: (1) it is
much less computationally demanding than replanning
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as it does not search, and (2) it is less capable than re-
planning. Flexible execution allows the system to handle
less-severe unexpected events without incurring the cost
of replanning. The Mars 2020 Perseverance rover has
plans to deploy flexible execution [ACC*21a]. Our im-
plementation differs in focus, emphasizing responses to
adverse events.

In our system, flexible execution consists of two major
components. The first is task push. If a task’s precon-
ditions are not met, before failing the task, we allow it
to wait for some amount of time for this inconsistency
to resolve. Such a situation might occur, for example,
if required preceding activities are delayed or run long.
The executive checks the task’s preconditions and delays
dispatch until either the conditions have been met, or the
task’s wait timeout has been exceeded.

The second component of flexible execution is automated
retry. If a task completes with a failure code, flexible exe-
cution can immediately re-schedule the task if its precon-
ditions are still met (and plan updated with new predicted
end time of the task and resource usage), avoiding replan-
ning cost and delay.

In the context of the Europa Lander domain, flexible exe-
cution offers significant value because many robotic tasks
such as trenching and sample acquisition can vary signif-
icantly in duration and and hence resource consumption.
Flexible execution handles this variation without disrupt-
ing the execution flow.

4.2. Replanning with Plan Optimization

For more complex execution variations, we turn to re-
planning during execution. Replanning uses search to
construct the plan based on the current state. The cur-
rent state includes: state and resource values (accounting
for failed activities, and resource under/over runs) as well
as the current time (accounting for execution time vari-
ation). Additionally, utility estimation, predicted dura-
tion, and predicted resource expenditures for future tasks
may be updated (e.g. imaging may indicate that a sam-
pling site now looks more promising and/or may take
longer/shorter to excavate or sample). Replanning en-
ables incorporation of all of this new information into
decision-making and searches the space of possible plans
to optimize utility [BWCZ21].

We model this problem using a hierarchical task network
(HTN) to compile the domain-specific knowledge of the
dependency structure into the task network. HTNs have
been used successfully in industrial and other real-world
applications to improve the tractability of planning prob-
lems in systems such as SHOP2 [NAIT03] and SHOP3
[GK19]. In an HTN, hierarchical tasks are decomposed
to a set of subtasks. We refer to the higher-level tasks as
“parent tasks”, and refer to their children as “subtasks”.
Parent tasks may decompose into a number of different
sets of subtasks; we refer to each of these sets as a poten-
tial “decomposition” of that parent task. Finally, we re-

fer to tasks with no decompositions as “primitive tasks”.
These primitive tasks represent tasks that the lander can
be directly commanded to perform.

4.3. Proactively planning for Robustness to Uncer-
tainty

The above approaches to uncertainty are reactive in that
they adjust execution (or reschedule) in response to ex-
ecution variations. An alternative approach is to proac-
tively plan/or execute in ways that are known to be re-
silient to environmental and execution variation. The
approach outlined by Basich and others [BWCZ21] uti-
lizes this approach. In this approach, plans are explicitly
evaluated against against resource varying contingencies
(specifically variations in available energy from predicted
levels) and search bias it towards plans that perform best
across the possible outcomes of more, less, or predicted
energy consumption/availability. One would expect such
approaches to have the potential to outperform reactive
approaches to execution variation.

5. CURRENT STATUS OF THE PROTOTYPING

Iterative prototyping with TRACE and Mexec has been
taking place since mid 2019. Initially, TRACE and
Mexec adaptations for Europa Lander were prototyped
as standalone units operating against stubs to simulate
execution feedback. Later these were replaced by a
Robot Operating System (ROS) [ROS22] infrastructure
that provided a uniform interface to execution feedback
(success, failure, duration, resources). In time this sim-
ulation has been replaced by a full fledged infrastruc-
ture that supports: links to robotic simulations (e.g. for
robotic arm interactions and eventually actual hardware;
vision simulations (and eventually hardware vision sys-
tems); and links to other functions of spacecraft flight
software such as data management and downlink man-
agement. Key to the prototyping is the utility estimation
module which estimates utility from future activities (e.g.
computes priors for estimated utility of sampling at a lo-
cation) as well as for a range of data products from exe-
cuted activities (e.g. send down a summary, intermediate,
or full data products from analysis of a collected sample).

Current prototyping efforts are shifting from adding func-
tionality to evaluation and study of strengths and chal-
lenges of the autonomy prototype. From an execution and
scheduling standpoint, study is focusing on the relative
challenges of encoding the domain primarily in an execu-
tion system such as TRACE versus in a hybrid execution
and rescheduling approach such as in Mexec. TRACE al-
lows a more direct encoding of expert domain knowledge
from task networks into BPMN. Mission and Operations
staff already have some familiarity with task networks fa-
cilitating encoding, trust, and validation. Introducing a
scheduling capability as in Mexec enables a more nat-
ural handling of decision-making that requires temporal
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projection and/or interaction with exogenous events (e.g.
only start a new excavation if is is projected to complete
before the next downlink). However understanding and
validating scheduler behavior is more challenging.

Current prototyping is focused on the team understand-
ing system performance as well as how to adapt auton-
omy engines such as TRACE and Mexec to accomplish
mission goals over a range of scenarios including:

* variations in energy projected (and executed) to
complete trenching (and sampling),

* variations in utility values for sample sites and data
products,

* variations in data product size,

* variations in ground in the loop operations paradigm
(every sample, first sample, none), and

* variations in communications system efficiency.

These scenarios and many others are being studied to bet-
ter understand the challenges in deploying an operational
onboard autonomy system for the Europa Lander Mission
Concept.

In parallel to this effort, design simulation using the
Blackbird mission planning tool [LRK20] is performing
mission trades and analyses [KRY*21]. These trades and
analyses are performed in the Blackbird mission planning
tool and model and are not integrated into higher fidelity
simulations or hardware. This enables greater coverage
of mission scenarios but prevents sensitivity analysis to
individual events such as failures, execution variations,
and utility variations.

6. RELATED AND FUTURE WORK

With respect to proactively handling uncertainty,
decision-theoretic planning provides a formal model for
reasoning about problems in which actions have stochas-
tic outcomes or the agent has incomplete information
about its environment [IJLM16, SZS17, ZWBMO2].
The primary objective of decision-theoretic planning
is to produce plans or policies that define the potential
trajectories of actions that the agent may take which
maximizes its expected utility, rather than maximiz-
ing or guaranteeing goal-reachability [BDH99]. A
standard approach in decision-theoretic planning for
modeling domains is to use a Markov decision process
(MDP) [Bel57] when the agent knows the full evaluation
of every state at each timestep, or a partially observable
Markov decision process (POMDP) [Spal2] where this
holds only for a subset of the variables that define the
statespace.

However, several issues in spacecraft or rover operations
complicate the use of said decision making models. First,

these models traditionally do not support durative or con-
current actions, but rather assume that all actions are in-
stantaneous and fully sequential in nature. Second, al-
though there have been a number of approaches over
the years aimed at improving the scalability of these ap-
proaches [GKPV03, WWZ17, YFGO07], most algorithms
that solve MDPs produce policies that account for all con-
tingencies and provide actions for all states in the domain.
This is generally impractical or impossible in spacecraft
and rover operations where computational power is (often
severely) limited, and more so in our problem where the
battery is non-rechargeable and the domain model is ex-
pected to be modified repeatedly throughout the agent’s
operation.

Onboard planning and execution are of great interest to
the space domain. Flexible execution of tasks is a central
focus of execution engines like PLEXIL [VEJ105].

In 1999, the Remote Agent Experiment flew onboard the
Deep Space One Mission for two periods totalling about
48 hours [MNPW98, IMM*00]. This planner worked in
concert with an executive [PGK™97, PGG™98] and per-
formed batch planning of engineering activities such as
optical navigation.

The Earth Observing One (EO-1) spacecraft [CST+05],
which flew for over 12 years from 2004-2017, responded
to dynamic scientific events using the CASPER planner
(taking 10s of minutes to replan and) with the SCL execu-
tive. The flight and ground planners [CTR*10] both used
a domain specific search algorithm that enforced a strict
priority model over observations for a limited model of
utility.

The Intelligent Payload Experiment (IPEX) [CDT*16]
was a cubesat flight demonstration of high throughput on-
board product generation for the intelligent payload mod-
ule of the proposed HyspIRI mission concept [CSDMO9].
IPEX used the CASPER onboard planner in concert with
a linux shell-based task executive. IPEX flew for approx-
imately fourteen months.

Flexible execution implemented in VML [GLO08] has
been used effectively on the Spitzer to handle failure or
variable execution time to acquire guidestars. Flexible
execution is used in a similar fashion on JWST [Zon20].

The M2020 Perseverance rover also plans to fly an on-
board planner [RB17] to reduce lost productivity from
following fixed time conservative plans [Geal6]. Like
the planning approach we propose in this paper, the
M2020 planning architecture also relies on rescheduling
and flexible execution [ACC™T21a], ground-based compi-
lation [CAC™19], heuristics [CCA20], and very limited
handling of planning contingencies [ACCT21b]. How-
ever, it uses a non-backtracking planner, which limits its
ability to optimize plans and the M2020 flight software
does not support utility discovery. Our work also takes
a different focus, primarily examining the effects of task
failure and considering integrated planning in the context
of failure resolution. Finally, the Europa Lander mission
concept has stronger drivers for mission autonomy than
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M2020 due to lack of reliable a priori model parameters,
the inability to recharge the battery, and the long commu-
nications blackout time windows.

7. CONCLUSIONS

We have described efforts to prototype autonomy soft-
ware targeting the Europa Lander Mission Concept. This
mission concept presents severe challenges for autonomy
in that the current concept will: land with limited energy
and mission lifetime, have limited ability to communi-
cate with Earth (less than 42 out of every 84 hours), and
will need to deal with significant execution uncertainty
stemming from interaction with a largely unknown envi-
ronment (activity failure, unpredictable time and energy
required).

In order to explore onboard autonomy options, we are
prototyping with the TRACE executive and the Mexec
executive/scheduler. This prototyping is studying the
challenges and performance gains from deploying such
onboard autonomy capabilities. Additionally we are
studying the range of operations strategies possible with
such capabilities such as ground in the loop at all sam-
ples, first samples, or no samples and the effect of said
strategies on mission return.
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