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ABSTRACT

Future space missions will process and analyze imagery
onboard and plan and act more autonomously placing
greater demands on flight computing. Traditional flight
hardware provides modest compute, even when com-
pared to laptop and desktop computers. A new generation
of commercial off the shelf (COTS) processors, such as
the Qualcomm Snapdragon, deliver significant compute
in a small Size Weight and Power (SWaP) and offer direct
hardware acceleration in the form of Graphics Process-
ing Units (GPU) and Digital Signal Processors (DSP).
We benchmark a variety of instrument processing and
mission planning software on a Qualcomm Snapdragon
SoC currently hosted by HPE’s Spaceborne Computer-2
(SBC-2) onboard the International Space Station.

Key words: Deep Learning, Edge Processing, Space
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1. INTRODUCTION

Future space missions will need more powerful onboard
autonomy to meet mission and science objectives by (1)
handling variations in predicted execution and rapid re-
sponse to science events and (2) reducing the extremely
large amounts of data produced by instruments, espe-
cially hyperspectral and radar. Traditional radiation hard-
ened flight hardware provides only modest computing for
future applications. A new generation of processors, such
as the Qualcomm Snapdragon 855 [1] support onboard
data processing via CPU, GPU and DSP - offering the
promise of more powerful edge computing. The Snap-
dragon 855 was chosen for this study due to its good
SWaP and prior flight experience with the Snapdragon
820 on the Perseverance rover.

*(c) 2022 All rights reserved. Government sponsorship acknowl-
edged.

We benchmark remote sensing image processing and
analysis algorithms on a Snapdragon processor onboard
the ISS hosted by Spaceborne Computer-2 by Hewlett
Packard Enterprise [2]. Advancing these ground algo-
rithms to embedded ISS deployment is a step towards
running algorithms on a free flying spacecraft or surface
mission to enable onboard data analysis, targeted down-
loads, commanding of space assets, and onboard science
interpretation.

The Qualcomm Snapdragon 855 SoC has multiple sub-
systems, including a CPU cluster with 8 ARM cores,
an Adreno GPU, a Compute Digital Signal Processor
(cDSP), and an AI Processor (AIP). The Snapdragon
Neural Processing Unit (NPU) API will use other compo-
nents to optimize deep learning classification tasks. See
Figure 1 for a picture of a ground testbed Snapdragon
board.

The CPU of the Snapdragon 855 has been benchmarked
against the other flight hardware such as the GR740,
RAD750, and Jetson Nano. The 8 ARM cores on the
Snapdragon produce a total DMIPS average of 138,255
compared to 1,836 on the GR740 and 500 on the
RAD750. The GPU (Adreno 640) produces 950 FP32
GFLOPS compared to 472 on a Nvidia Jetson Nano. The
Snapdragon 855 CPU has maximum power consumption
of 6W and the GPU a maximum power consumption of
3.5W [3].

Two Snapdragon 855 handheld development boards were
integrated with the HPE Spaceborne Computer-2 (SBC-
2) which provides connectivity, storage, and compute
support. SBC-2 was launched as part of the ISS resupply
mission Cygnus NG-15 on February 20th, 2021 and the
Snapdragon boards have been operational since March
2021 with scores of applications tested as of December
2021.

We have previously reported on a number of tests on the
Snapdragon [4] including other instrument processing al-
gorithms such as match filters, decision trees, and hyper-
spectral unmixing. Other tests including dynamic target-
ing and classification were also discussed.
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Figure 1. Snapdragon 855 Development Board.

We are also working on extending the benchmarking to
a range of processors available in a ground testbed in-
cluding the Sabertooth [5], Rad750 [6], and Nvidia Jetson
Nano [7] in a ground testbed.

2. APPLICATIONS AND BENCHMARKS

The applications tested are past, present, and proposed
missions that were readily available. We bennchmark
a range of instrument processing algorithms with appli-
cations to terrestrial, planetary, astronomy, and astro-
physics. We also benchmark mission planning applica-
tions involving satellite planning and scheduling the Mars
Perseverance rover.

2.1. Instrument Processing

We report on a range of instrument processing algorithms
below.

2.1.1. Ocean Worlds Life Surveyor(OWLS)

OWLS [8] is a project aimed at autonomously detecting
signatures of life in water at the molecular and cellular
scale. The algorithms process different instrument bands
from OWLS instrument by creating autonomous data sci-
ence products (ADSPs) to send back the most scientifi-
cally viable subsets of information back to scientists. The
application is implemented as a single threaded ARM ap-
plication on the Snapdragon. It runs over 24 images of
size 1024x1024. It has a total run time of 22.5s and a
per-image run time of .94s as shown in Table 1.

Table 1. Snapdragon 855 Runtime Results

2.1.2. Near Earth Asteroid Scout

This application tests co-registration and co-addition im-
age processing applications [9] for the Near Earth Aster-
oid Scout (NEA Scout) [10]. The runtime for this test is
shown in Table 1.

2.1.3. Thermal Emission Random Decision Forest
(RDF)

The thermal emission application uses RDF machine
learning to detect large thermal emissions (typically from
volcanic activity but also potentially from wildfires) in
Planet Skysat images. The dataset consisted of 15 Skysat
images of two different volcanoes. 12 of the images were
of Fagradalsfjall, Iceland volcano 2021 eruption [11] and
3 were of Kilauea, Hawaii 2021 eruption [12]. Because
of the high spatial resolution of the Skysat imaging sen-
sor (better than 1m per pixel at nadir) each image is 13
million pixels. This dataset was split into a training and
test set. The training set consisted of 12 images with
10 Fagradalsjall images and two Kilauea images. The
test set consisted of two Fagradalsjall images and one Ki-
lauea image. Labels for the location of lava in each image
were determined through band ratios analyzed by volca-
nologist Ashley Davies. In order to train the RDF, 100
trees were trained on each image of the training set with
weights equalized by class. This resulted in a 1,200 tree
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RDF with a max depth of 4. The test on the Snapdragon
predicts the labels of 4,000,000 pixels from the holdout
set. The dataset used in the benchmark is smaller than the
entire test set due to space limitations of the Snapdragon.
The runtime for the thermal emission RDF is shown in
Table 1

The thermal RDF application targets onboard thermal
analysis (e.g. as performed onboard ASE/EO-1 [13]) and
integrated into a volcano sensorweb (e.g. [14, 15]).

2.1.4. Normalized Difference Indices (NDI)

Onboard generation of science products for low latency
downlink has been proposed for space missions [16] and
has been demonstrated on the Earth Observing One mis-
sion [17] as well as on the IPEX cubesat technology
demonstration mission [18]. Many of the target science
products are normalized difference indices (e.g. normal-
ized difference vegetation index, normalized difference
snow and ice index, etc.). Direct Readout [19] has been
deployed for MODIS and VIIRS for some time but these
downlink moderate resolution multispectral data. Fu-
ture proposals would be for higher spatial resolution (e.g.
30m instead of 250m per pixel) and potentially dramat-
ically greater spectral information (e.g. 220 bands in-
stead of 10 bands). This extension necessitates selectivity
(either based on location or onboard analysis) to intelli-
gently reduce data volumes to enable use of economical
ground stations.

In this test we demonstrate that the COTS embedded pro-
cessors can easily process very large volumes of data
analysis and/or data reduction to support such low latency
direct broadcast. The runtime for the NDI test is shown
in Table 1.

2.1.5. Spectral Algorithms

Earth and planetary sciences often rely upon the analy-
sis of spectroscopic data. Measured signals are called
spectra and contain recognizable features or patterns that
can be used for composition analysis because different
materials reflect, emit, or absorb energy in unique ways
throughout the electromagnetic spectrum.

Herein we benchmark two common algorithms for spec-
tral analysis [20]: 1) the spectral angle mapper (SAM)
and, 2) the matched filter (MF). Both algorithms use a
spectral library containing objects of interest that are to be
searched. SAM is a distance function between a spectrum
and an object of interest. Specifically, SAM is the angle
between two n-dimensional vectors (spectra). A perfect
match is the one with an angle equal to 0, and a good
match is the one with an angle below a given threshold.
On the other hand, MF is a linear detector that requires
background statistics: the mean and covariance matrix.
A perfect match is the one with a score equal to 1, and a

Figure 2. The dataset for benchmarking the spectral al-
gorithms consists of a spectral library with 8 different
minerals (left) and an AVIRIS-NG hyperspectral image
of Cuprite Hills, Nevada.

good match is the one with a score above above a given
threshold.

Herein both algorithms were used to perform mineral
detection (Figure 2). The spectral library consists of 8
minerals: alunite, calcite, chalcedony, chlorite, kaolinite,
montmorillonite, muscovite, and opal. These minerals
were searched on an Airborne Visible/Infrared Imaging
Spectrometer Next Generation (AVIRIS-NG) [21] hyper-
spectral image covering the western portion of Cuprite
Hills, Nevada; a well-studied region that is amenable to
remote sensing and has a high mineralogical diversity
[22]. The Snapdragon test benchmarks both algorithms
over 20,000 pixels of the AVIRIS-NG dataset. Each pixel
contains 425 spectral bands (350-2500 nm), of which 93
(2000-2500 nm) are used by each algorithm. The SAM
algorithm finished its analysis 1.7s and the MF algorithm
took slightly longer at 2.4s as shown in Table 1.

2.2. Mission Planning Applications

We also test a range of onboard autonomous response
software, specifically mission planning software.

2.2.1. Multimission Executive (MEXEC)

MEXEC [23] is an application which contains a sepa-
rately threaded planner and executive. The application
works by taking in a ”task network” and then generating
conflict free plans and monitoring the execution of those
plans. It also responds to deviations from the plan or ex-
ternal events as they arise.

Because the (re) planning portion of Mexec is the com-
putationally demanding element, we test that capability
in our benchmark. To simplify the test, we generate a
single plan (where Mexec invokes the planner repeatedly
when execution varies from predicted). We utilize a Eu-
ropa Lander Prototype test scenario [24]. Running as a
single threaded ARM application on the Snapdragon the
planner generated a multi-day schedule using hierarchical
planning,valid interval search, and constraint satisfaction.
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Overall, one plan was able to be generated in 1.6 seconds
as shown in Table 1.

2.2.2. Copilot / Mars 2020

Copilot [25] is the M2020 mission ground scheduler and
is currently in use to schedule wake/sleep and preheats
for the M2020 Perseverance rover operations. It uses
the same scheduling algorithms as the M2020 onboard
scheduler, and it works to solve wake/sleep constraints,
preheat constraints, variability in execution, and complex
operations handover handlings.

This test runs with 800 x 1 martian day (sol) planning
problems that are generated from random variations of 7
base plans. These plans vary execution durations, incom-
ing/outgoing energy state, and alternative action options.
The test has a single threaded and multi-threaded version.
During testing the single threaded version computed the
800 plans in 1200 seconds while the multi-threaded ver-
sion completed the tasks in 500 seconds as shown in Ta-
ble 1.

2.2.3. Compressed Large-scale Activity Scheduler and
Planner (CLASP)

CLASP has been used on several missions such as
NISAR [26, 27], ECOSTRESS [28], OCO-3 [29] EMIT
[30], and other missions. The planner takes in scientific
goals from scientists, and generates an observation sched-
ule for a single or constellation of satellites based on sce-
nario constraints.

This benchmark generates two years of two week sched-
ules using ECOSTRESS data from 2018-2020. We gen-
erate a single 2 week schedule to collect the timing metric
faster. This test displays the runtime of a single threaded
CPU version run on the Snapdragon ARM. A version was
created to investigate running portions of the application
on the GPU, however, no speedup was found. CLASP
runs in 1400 seconds as shown in Table 1.

2.2.4. Dynamic Targeting

This effort includes a simulation study consisting of an
Earth science satellite who mission is to analyze storm
clouds. The satellite has a primary radar with a narrow
swath, and a secondary radar with a wider field of view
that can only be used for lookahead. The radar is able to
operate with a duty cycle of 20%. General Mission Anal-
ysis Tool (GMAT) was used to simulate a realistic satel-
lite trajectory. This simultion is run over a low Earth orbit
with 65 degrees of inclination, 400km altitude, 95 minute
periods, and an eccentricity of 0. The experiment con-
sists of 18,000 timesteps at 2 seconds per time step. This
equal 10 hours of simulation time. Over the simulation
four different dynamic targeting algorithms are run. This

simulation takes 357 seconds to run on the Snapdragon
CPU as shown in Table 1.

3. RELATED AND FUTURE WORK

This effort is in progress and therefore we are still prepar-
ing additional applications for validation on the Snap-
dragon 855 within the SBC-2 on the ISS. Deep learning
applications are being tested on the Snapdragon 855 as
well as the Intel Movidius [Dunkel 2022] and NVIDIA
Jetson NANO [7]. An earlier version of the Intel Movid-
ius chip flew on the ESA Phisat mission testing cloud de-
tection [Giufrida et al. 2021]. Several efforts to develop
advanced flight computing are ongoing such as [Goodwill
et al. 2021]. Another important part of this effort is to
also evaluate and compare these applications on conven-
tional flight hardware such as the LEON4 based Saber-
tooth [Whitaker 2019] and RAD 750 [RAD750] as well
as Linux ground-based computing.

4. CONCLUSIONS

Future space missions will use onboard autonomy to ad-
dress: (1) intermittent contacts between earth and space-
craft and (2) very large amounts of data produced by
instruments, especially hyperspectral and radar. A new
generation of processors, such as the Qualcomm Snap-
dragon 855 offer the promise of more powerful edge
computing via both conventional CPU as well as GPU
and DSP.

We benchmark remote sensing image processing, anal-
ysis algorithms, and mission planning on a Snapdragon
855 processor onboard the ISS hosted by Spaceborne
Computer-2 by Hewlett Packard Enterprise. Embedded
ISS deployment is a step towards running these algo-
rithms on spacecraft, landers, and rovers - to enable on-
board data analysis, targeted downloads, commanding of
space assets, and onboard science interpretation.
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