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Abstract—The National Academies of Science, Engineering and
Medicine 2017 Decadal Survey of Earth Science and Applica-
tions identified geodetic measurements of surface deformation
and related change as one of the top five “observables” to be
prioritized in NASA’s future program. In response, NASA
commissioned a multi-center Surface Deformation and Change
(SDC) team to perform a five year study of mission architectures
that would support SDC observables and provide the most value
to the diverse science and applications communities it serves.
The study is being conducted in phases, in which the science
and applications capabilities identified in the Decadal Survey
are refined, candidate architectures and associated technologies
to support these needs are identified, architectures are assessed
against a science value framework specific to SDC, and recom-
mendations to NASA are made. Ultimately, NASA will decide
which amongst these recommendations will proceed to mission
formulation. As synthetic aperture radar (SAR) was identified
as the prime sensor technology to satisfy SDC observational
needs, a key component of the SDC study is to assess the current
state of the art in SAR sensor and supporting technology. The
number of SAR systems, both civil and commercial, is growing
rapidly, requiring that mission architectures not only consider
technology, but availability of data from other missions, possible
partnerships or collaborations, and even data purchase. The
mechanism for assessment involves development of an end-to-
end science performance evaluation tool for multi-satellite con-
stellations, which feeds into a science value framework that con-
siders science performance, technological programmatic risks,
and cost. This paper will present an overview of the ongoing
study including the candidate architectures and the technology
road map needed to achieve the objectives of the mission.
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1. INTRODUCTION
The United States National Aeronautics and Space Admin-
istration (NASA) has initiated the Surface Deformation and
Change Mission Architecture Study (SDC) in response to the
needs of the United States research and applications commu-
nity in the coming decades as expressed in the 2017 National
Academies of Science, Engineering and Medicine Decadal
Survey. SDC is one of a number of studies underway, each
addressing different aspects of these needs. The SDC mission
architecture is being formulated to acquire measurements of
global changes in surface displacement and disruption down
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to the millimeter scale. The measurement also serves science
communities interested in estimating global biomass and soil
moisture, as well as applications such as emergency response
to geohazards.

Origins of the SDC Mission Study

The National Research Council (NRC) assesses the needs for
national investment in large civil space missions for NASA,
NOAA, and USGS every ten years. The findings are released
by the National Academies of Science, Engineering, and
Medicine as Decadal Surveys [1]. The previous two surveys
recommended synthetic aperture radar (SAR) missions for
geophysical measurements of land surface. The 2007 sur-
vey recommendation has resulted in the NASA-ISRO SAR
(NISAR) mission, which is nearing launch [2]. NISAR will
measure surface deformation and land cover changes of all
land and ice-covered surfaces using repeat-pass interferomet-
ric and polarimetric time-series measurements.

The 2017 Decadal Survey [3] recognized the need to con-
tinue these measurements beyond NISAR, with a particu-
lar emphasis on surface deformation and disruptive surface
change, defining Surface Deformation and Change observ-
ables among its top priorities for the coming decade. How-
ever, rather than prescribing the mission including the instru-
ment suite and concept of operations as was done in 2007,
the 2017 survey prescribed only the observation without
guidance on an underlying mission architecture.

In recent years, the orbital SAR landscape has changed
considerably, with an expansion of national SAR programs
around the world, and an increasing entrepreneurial interest
in commercial SAR systems, data products and services.
As these systems and services develop, their potential to
fulfill SDC needs must be factored in. NASA has a long-
standing policy to provide free and open access to data
from its missions for both science and derived applications.
For example, NISAR will deliver raw data, SAR imagery
and derived interferometric and polarimetric products over
all land and ice globally, sampled every 12 days from the
ascending and descending parts of the orbit. Other agencies
are also beginning to offer free and open data applicable to
SDC observables.

To define a cost-effective, unique, and scientifically potent
mission architecture in this complex civil and commercial
playing field, NASA has commissioned mission studies in
order to translate the SDC observables into a realizable
mission implementation. Our group has been charged with
systematically evaluating these options for SDC [4].

The 2017 decadal survey bounded the SDC mission study by
providing the following guidance on the necessary observa-
tions:

• Measurement Technique: Interferometric repeat-pass SAR
• Temporal Sampling: Sub-weekly to daily
• Spatial Sampling: 5 to 15 m
• Vertical sensitivity: 1 to 10 mm
• Coverage: All land and coastal regions globally
• Mission Lifetime: 10+ years
• Maximum Phase A-F Cost: $ 500M

By not identifying any observable that mapped to a spe-
cific level of radiometric performance, the survey effectively
opened the door for a “phase-only” mission architecture,
where the radiometric quality of the image is too poor to
be useful for imaging applications. However, NASA has

directed the mission study to consider architectures that also
provide useful imagery (noise equivalent σ0 < −20 dB and
ambiguities < −20 dB) [4]. NASA has a growing interest in
commercial partnerships in Earth Science [5]: The SDC study
considers commercial data-buy agreements and alternative
space-segment acquisition strategies as part of the trade space
to deliver the best value to NASA.

SAR Program of Record

The Decadal Survey recognized that SDC must be devel-
oped in the context of the “Program of Record,” comprising
systems and data sources that are expected to exist in the
time frame when SDC would be operational, and that would
provide suitable data for SDC-related research and applica-
tions. Access to SAR data for scientific applications is a
key consideration in the Program of Record. Many of the
science questions important to the SDC communities depend
on global coverage with fine spatial resolution, weekly or sub-
weekly temporal sampling, and long time series. Given these
needs, commercially-priced or otherwise restricted data sets
can greatly limit scientific productivity.

The availability of SAR data has been growing steadily
over the past several decades [6], [7]. Through its long-
standing free and open data policy, NASA has made SAR
data available to the public since the 1980’s, including those
acquired through the NASA/JPL AIRSAR and UAVSAR
airborne radar programs; SEASAT, flown in 1978; the shuttle
imaging radar missions (SIR-A/B/C), flown in the 1980s; and
the foundational digital topography produced by the Shuttle
Radar Topography Mission in 2000. Other governmental
entities are now adopting similar policies, for example the
European Union’s Copernicus program that includes the
Sentinel-1 SAR constellation [8]. Sentinel-1 is currently the
only operational SAR constellation with a free and open data
policy, and will soon be joined by the NISAR and BIOMASS
missions, which will greatly enhance the density of available
measurements [9], [10].

Other missions that provide valuable but limited amounts
of data to the Program of Record through Principal In-
vestigator data grants include [11]: Japan’s ALOS-2,
Canada’s RADARSAT-2, Italy’s COSMO-SkyMed, Ger-
many’s TerraSAR-X and Tandem-X missions. Commercial
arms of these missions also sell data. Commercial systems
are also coming on line to supply SAR data to commercial
markets, which could include scientists.

Future SAR missions with free and open data policies would
extend this program of record. Some mission concepts cur-
rently being considered include the European Space Agency
(ESA) ROSE-L mission [12], the German Space agency
(DLR) Tandem-L [13], and of course SDC itself. These pos-
sible missions offer opportunities for collaboration in the pur-
suit of common goals. Other government and commercial-
based systems could serve to augment the program of record
through data purchases as long as that data could then become
freely available after purchase.

Mission Study Organization

The Surface Deformation and Change mission study began
in October 2018, as a five year project. The study comprises
four phases:

1. Candidate Architectures (Oct. 2018 - Mar. 2021)
2. Assessment of Architectures (Mar. 2021 - Mar. 2022)
3. Architecture Design (Mar. 2022 - Mar. 2023)
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4. Final Report and Selection (Mar. 2023 - Oct. 2023)

The initial phase of Candidate Architectures is the longest
phase by design, to ensure evaluation of a wide range of archi-
tectures that arise when considering the many science needs,
technological advances, international civil and commercial
complementarity and possible partnerships. In this phase, the
mission science and applications traceability matrix (SATM),
trade space, and the driving capabilities are defined through
modeling, research, and community feedback. Hundreds of
concept designs are analyzed in terms of their performance
and cost at a coarse scale, factoring cost and risk factors as-
sociated with new and emerging technological innovations in
instrumentation, spacecraft, and constellation architectures.
In the second phase, the promising architectures identified
in Phase 1 will be studied in detail, resulting in refinements
in our understanding of performance and cost as key inputs
to a “science value” assessment, discussed in section 8. In
Phase 3, we will reduce the trade space further to only a few
architectures, which will undergo more detailed design and
cost assessments, including greater emphasis on definition
of data products, cal/val needs, and pre- and post-launch
activities. Phase 4 is a reporting and transition phase, where
the study team will summarize the top recommendations,
NASA will decide how best to proceed, and in principle, the
study will transition to formulation activities for the selected
mission concept.

The SDC mission study is a team effort across NASA cen-
ters, with contributions from NASA Ames Research Cen-
ter (ARC), Goddard Spaceflight Center (GSFC), Langley
Research Center (LaRC), and Marshall Spaceflight Center
(MSFC) under the lead of the Jet Propulsion Laboratory
(JPL). Team members include scientists, engineers, and tech-
nologists, organized into smaller teams in the following areas:
1) architecture definition and evaluation; 2) technology as-
sessment and development; 3) architecture performance tool
development and performance assessment; 4) research and
applications definition and community engagement; 5) value
framework definition and application; and 6) commercial
systems and data services assessment and engagement. In this
paper, we describe progress to date and plans going forward
in each of these areas.

The systematic process the architecture team has derived for
defining and evaluating mission architectures is shown in
Figure 1 with the remainder of the paper roughly organized
into sections that feed into this process. After an initial brain-
storming period that involves identifying desired capabilities
and mission architecture classes that might deliver those
capabilities, we go through an iterative process that considers
a broad number of architectures at a very cursory level, to be
followed by a narrowing of the candidate architectures and
more detailed analysis on the remaining architectures during
the second phase of the study. In each case, the criteria for
selection or rejection is a cost-benefit analysis of the cost of
the mission compared to the science value it delivers.

2. CANDIDATE MISSION ARCHITECTURES
The process of identifying candidate mission architectures by
starts with potential observation capabilities that have been
identified from the science communities we serve. These
capabilities can be either complementary or exclusive in
relation to each other. From there, we have brainstormed
broad architecture classes that might deliver such capabilities.
These classes represent canonical representations of the con-

cept of operations. Specific architectures that include such
details as exact number of satellites, commercial data buy or
international partnership possibilities, and observation plan
follow by combining elements from the architecture classes
to form a specific architecture concept of operations.

Observation Capabilities

The SDC observations are used in four science focus areas,
which each have a number of observations, termed “geo-
physical observables”, defined by the SATM. With a diverse
set of observables under the SDC umbrella, there are many
potential capabilities to consider. The following have been
identified as the most critical set by the architecture team:

1. Continuity with the Program of Record
2. Decreasing temporal repeat times
3. Global spatial coverage capability
4. Error reduction by estimating tropospheric delay
5. 3D displacement vectors through look diversity

Sensor characteristics such as the frequency band, polari-
metric diversity, and radiometric quality also factor into the
capabilities of an observing system, and each capability has a
unique impact on a potential SDC mission.

Continuity with the current program of record means that
measurements from SDC can be used to add depth to the
existing time series of interferograms. This record is expected
to be present at a continuous 12 day interval globally once
NISAR is operational but also includes the records obtained
from other open access data such as Sentinel. In our SDC
workshops, the science community has identified continuity
as the top priority for SDC, while decreasing temporal repeat
times is at the heart of the observations designated critical by
the decadal survey. Meanwhile, orbital mechanics gives an
inverse relationship between repeating ground track periods
and the distance between adjacent ground tracks. There-
fore, when combined with the capability for global spatial
coverage, meaning all land and coastal regions for SDC, the
challenge lies in increasing the coverage rate of the mission.
There are fundamentally two options to increasing coverage
rate once an observatory can operate continuously over all
land: increase the swath width of a single spacecraft while
maintaining performance or increase the number of satellites
making the observation.

Another capability worth considering for SDC is to be able to
make real-time estimates of the tropospheric delay. Though
the troposphere makes up only 13 km of the path length of
an orbital altitude many hundreds of kilometers, it contains
99% of all atmospheric water vapor by mass. Variations in the
distribution of this water vapor alters the phase velocity of the
radar signal, which manifests as errors in the phase measure-
ment. The errors introduced by the tropospheric delay are
the largest source of uncorrected error for NISAR. Though
this issue would seem uncorrelated from the issue of temporal
repeat times, there is a connection. NISAR addresses tropo-
spheric error by averaging interferograms in the time-series
to reduce the noise-like error source while pulling out the
geodetic signal. This takes the 12-day sampling period to an
effectively seasonal measurement of displacement. Having a
real-time estimate of the tropospheric delay could eliminate
the need for this averaging. Separating the tropospheric
delay from the geodetic signal requires observing a common
spot on the ground while traveling through separate paths in
the atmosphere. This is achieved through either a bi-static
measurement or multiple mono-static radar measurements.
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Figure 1: The SDC mission architecture evaluation process from a high level. The first phase of evaluation is designed to
be a very rote process in order to quickly evaluate hundreds of potential architectures and identify key high level trends in
architecture value.

Resolving the displacement vector accurately in all three spa-
tial dimensions is a potential opportunity for new science over
what is available on other orbital SAR systems. Individual
interferograms are formed along their line of sight, which
is typically at a slanted angle perpendicular to its velocity
vector. NISAR observes all land and coastal regions both
as it ascends in the orbit and also as it descends each orbit.
The ascending and descending views provide a look diversity
that enables the vertical component of deformation to be
extracted, and can also give a good estimate of displacement
in the East-West direction. However, because the orbit is
near polar, estimates in the North-South direction are poor.
Adding additional observations with more diverse lines of
sight in the North-South direction would allow a complete
spatial understanding of displacement. Such a capability
could have profound impacts in certain science disciplines.
Studies of ice rheology and basal friction that are dominated
by shear flows would be greatly enhanced, as would the
study of earthquake faults with predominantly longitudinal
directions. Additionally, a full 3D displacement would allow
translation of the displacement to any arbitrary direction.
This means data from SDC could be translated into the line
of sight direction for any SAR system and directly compared.
Therefore, though this capability offers several attractive
possibilities not included in the decadal survey it also ties
in to data continuity, which is critically important to SDC’s
science community.

The previous measurement capabilities will have a strong
influence on the number and configuration of satellites that
would make up the SDC architecture. To these we also add
the data product capabilities of frequency band, polarimetry,
and radiometry. These capabilities will impact the data
products that SDC would offer but they would not alter the
orbital configuration of the space segment of the architecture.
Frequency band plays a role in both foliage penetration (the
ability to observe solid structure beneath the canopy of veg-
etation) and temporal decorrelation (the loss of phase coher-
ence over time). For both of these factors longer wavelengths
are preferred, however, longer wavelengths typically require

larger and heavier hardware increasing cost. Polarimetry is
the ability of the radar to measure the geometric orientation of
the backscatter waves. Recent advances have combined po-
larimetry with interferometry using a technique called PolIn-
SAR. Such capabilities add scientific value but also cost as
additional channels of hardware are required and the antenna
increases in complexity. Radiometry deals with the calibrated
amplitude of a single SAR image. Though traditionally
good radiometric imagery has been a prerequisite for forming
interferograms, evidence suggests that the phase information
from SAR backscatter can be preserved even in the presence
of a lower signal to noise ratio to form quality interferograms.
The attraction to sacrificing radiometric performance is cost
savings as lowering the required signal to noise ratio would
reduce the necessary size of the deployed antenna.

Note that many of the capabilities discussed in this section
will involve a trade-off between observing swath and number
of satellites, which combine to make up an overall coverage
rate for the mission. A focus on smaller SAR observatories
is therefore inevitable. It is important to highlight that
SDC is not pursuing smaller payloads as a direct means
to lower mission costs, but instead views smaller payloads
as a means to enable unique capabilities and offer mission
flexibility. To highlight this rationale, consider the cost curves
in Figure 2, which shows instrument costs for various NASA
radar instruments relative to NISAR costs. We created a
straw man design for a smaller SAR system that was used
for our first pass of evaluation. Please refer to section 3 for
more information on the straw man creation process. This
instrument utilized new technology advances to produce data
products comparable to NISAR, but covers only one sixth of
the swath. Utilizing the curve in Figure 2a and the estimated
mass, we find that an individual smaller instrument should
cost 70% less than NISAR. To achieve a similar coverage
rate to NISAR, we would need to produce six of these
identical smaller instruments. By producing multiple of the
same product, we would expect to achieve some economies
of scale. To model this, we used a learning curve with
a 35% improvement factor, meaning the marginal cost per

4

Authorized licensed use limited to: Jet Propulsion Laboratory. Downloaded on May 16,2022 at 21:40:55 UTC from IEEE Xplore.  Restrictions apply. 



0 200 400 600 800 1000
Mass (kg)

0

20

40

60

80

100
Re

la
tiv

e 
Co

st
 (%
)

NISAR
Flagship-class

Smallsat
-class

Dispersed-class

Historical SAR instruments
Historical Scatterometer instruments
Historical Altimeter Instruments
Strawman Estimate Points

(a) Estimated instrument cost relative to mass using historical data
from past NASA radar missions and normalized to the cost of
NISAR. An investment in technology is expected to deliver neces-
sary instrument performance at a lower mass point, thereby reducing
instrument cost according to the curve.

1 403 6 9 12 15 18 21 24 27 30 33 36
Instrument Number

0

50

100

150

200

250

300

Cu
m
ul
at
iv
e 
In
st
ru
m
en
t C
os
t (
%
)

100%
88% 96%

Flagship-class Strawman
Smallsat-class Strawman
Dispersed SAR Strawman

(b) Cumulative cost increase of all instruments as the number of
identical instruments in the constellation increases. Costs are shown
as a percentage of NISAR instrument costs. An improvement of
35% with every doubling of production quantity has been derived
from past experience with smaller level unit builds.

Figure 2: A high level instrument cost analysis showing
that sub-dividing the observation into multiple smaller instru-
ments to achieve a constant coverage rate does not provide
paradigm-altering cost savings. As such, the primary use of
smaller platforms must be to deliver unique capabilities rather
than cost savings.

unit decreases by 35% with each doubling of the production
quantity. The cumulative cost of six satellites therefore
comes to 88% of NISAR’s cost. Further subdividing the
instrument for a constant coverage rate shows similar trends.
For example, dividing the six satellite sub-swaths into six
additional sub-apertures for a dispersed SAR technique [14]
produces 36 total satellites for the constellation. With a
mass estimate of only 40 kg for these smaller satellites, the
cumulative instrument cost for all 36 satellites comes to 96%
of NISAR cost. With only a small cost savings projection for
the increased risk, we have concluded that the use of smaller
observatories must provide capability and flexibility rather
than a means to provide significant cost savings, which will
be relatively fixed for a desired coverage rate.

Mission Architecture Classes

The observation capabilities listed in the previous section
lead to a number of mission architecture categories that SDC
might consider. These architecture classes are not mutually
exclusive, and elements from multiple classes may be com-
bined to form unique architectures for evaluation. However,
highlighting the distinct classes is useful as a demonstra-
tion of the techniques being considered for SDC. These
architecture classes are broken down into six possibilities

including: flagship-class observatories, sub-divided swath
constellations, multi-squint formations, lowered inclination
orbits, helical orbit formations, and passive co-flyers. Each
of these classes offers a unique implementation approach in
either the way it distributes satellites in the orbit, the way it
handles observation swaths between adjacent ground tracks,
or the number and variety of viewing angles it provides.

Flagship-class missions consist of satellites that cover the
entire swath between adjacent ground tracks using a single
instrument. These architectures are considered “flagships”
because each satellite is self-sufficient at providing global
coverage SAR data on its own. Improvements in coverage
rate are achieved by adding observatories that are equally
spaced around the orbit to provide denser time sampling
under identical viewing geometries. In a multi-satellite con-
stellation, the failure of a single satellite preserves global
spatial coverage but reduces temporal sampling rate. This
architecture has been the model for many of the current gen-
eration of orbital SAR constellations such as Cosmo-SkyMed
and Sentinel-1 and as such has tended toward maximizing
swath and minimizing orbit cycle time to use fewer satellites
with greater capability. But a paradigm that optimizes the
coverage rate with more satellites and adjusts the orbit repeat
time and swath to fit is also possible. Because this archi-
tecture divides the constellation into self-sufficient elements,
it is also well suited for international partnerships. SDC is
actively involved in discussions with the international SAR
community exploring ways to leverage common interests.

Another architecture technique is to have the swath between
adjacent ground tracks equally sub-divided between multiple
satellites. By placing these in the same orbital plane and
controlling the sub-swath coverage via the spacecraft attitude,
the aggregate group of constellations makes up the equivalent
coverage rate of only a single flagship satellite. However,
because the satellites are in the same orbital plane, they
can be steered to cover the same sub-swath and would then
provide faster interferometric repeats over that area. In this
way, we can improve the repeat times for critical events
while preserving a global coverage rate made up of smaller
SAR satellites similar to that of NISAR. We expect this
approach has the ability to deliver the capability of faster
interferometric repeats for an architecture cost that does not
exceed NISAR.

While the previous two architecture classes deal with adjust-
ing the coverage rate of the mission architecture, they do not
address other capabilities such as atmospheric error reduction
and 3D displacement vectors. An architecture that would
deliver both of these capabilities might fly three identical
satellites in formation. The central satellite in the config-
uration flies using a standard zero-doppler geometry while
satellites leading and lagging that satellite in the same orbital
plane are squinted backward and forward respectively relative
to the velocity vector at an angle of 10-15 degrees to all focus
on the same region of ground. This configuration provides the
look diversity to resolve the north-south shear displacements
as well as multiple paths through the atmosphere to estimate
the tropospheric delay component of the measurement. Ded-
icating three satellites to focus on a single swath instead of
one would seem to have an adverse effect on the possible
coverage rate of this architecture scheme. However, if the
improved tropospheric estimate reduces the number of aver-
ages needed, a single 12-day repeat interferogram may be of
equal quality to six two-day repeat interferograms averaged
together without tropospheric removal.
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A related architecture would fly a single SAR instrument
at zero-doppler steering and have a passive co-flyer as its
companion in formation. The passive instrument would re-
ceive the backscatter from the active instrument but the echo
will take a different path through the troposphere, enabling
the removal of that error source. However, this technique
would not provide the independent looks necessary for three
dimensional deformation estimates. The passive instrument
would need to cover the same swath as the active instrument
but by removing the active transmitter would have greatly
reduced power draw and therefore is expected to provide a
lower cost enhancement to the SAR data collection scheme
employed.

The two remaining architecture schemes adjust the orbits
used in order to seek synergies with science disciplines not
related to repeat-pass interferometry. By creating a constella-
tion using a lower inclination orbit, NASA could reduce non-
interferometric revisit times over the lower latitudes to near
daily times, which would be beneficial to science looking for
fast time-series of SAR amplitude imagery. NASA would
have to coordinate with an international partner or purchase
data from a commercial provider for coverage of the polar
regions. If used in coordination with another constellation
with global monitoring, such as the proposed ROSE-L con-
stellation, the look diversity provided by the lower inclination
could provide 3D deformation estimation, though not tropo-
spheric error removal because the measurements will not be
simultaneous. Helical orbit formations are another alternate
orbital configuration. Similar to the orbit of the TanDEM-
X satellites, this configuration would provide a continuously
changing spatial baseline for enabling interferometry beyond
the repeat-pass interferometry observations prescribed by the
decadal survey. Such a configuration with enough satellites
would be enabling for the Surface Topography and Vege-
tation (STV) observable, a tomographic SAR measurement
highlighted as an incubator in the decadal survey. Under the
architecture concept for SDC, when not performing spatial
interferometry or tomography, each satellite would cover ad-
jacent swaths to form global repeat-pass observations similar
to the sub-divided swath architecture.

The architecture configurations described here give canonical
form to the variety of operational concepts under consider-
ation for SDC. Specific architectures may mingle different
aspects of these concepts in order to fully explore the cost
and value trade space. When dealing with specific mission
architectures, we have come up with a tag system to help keep
the variety of options in perspective. The short-hand version
of the tag has three characters: the band of the observing
system, the total number of satellites comprising the mission,
and a letter to uniquely capture all other elements. For
example, an early architecture used for working through this
process was an example of the sub-divided swath architecture
using six satellites equally-spaced around the NISAR orbit to
produce a potential for two-day repeat coverage over any 40
km swath. This architecture received the tag “L6A” because
it was an L-band constellation utilizing 6 satellites and was
the first architecture to do so. The next six satellite L-band
architecture would receive the tag “L6B” and so forth. This
naming system is important for being able to keep track of
various permutations of the mission concepts presented here.
Systematically optimizing that balance is the key work of the
architecture study, and represents a new approach for major
NASA Earth Science missions.

3. INSTRUMENT SELECTION
Once a candidate mission architecture concept is identified
including the number of satellites and the coverage/capability
scheme, an instrument must be selected to fill the required
needs. This activity happens in conjunction with the orbit
analysis described in the next section that optimizes the
coverage rate of the architecture. To select the instrument,
we have broken down the potential instrument capabilities
into coarse discrete values. This approach sacrifices nuance
to achieve a high level picture differentiating instruments for
a given architecture. Shown in Table 1, these options make
up the instrument trade space and the first building blocks for
our analysis of cost and performance.

In order to systematically work through all possible instru-
ment combinations from the trade space inputs shown in
Table 1, the team put together an evaluation tool that would
first estimate mass, power, and data rate of the instrument fol-
lowed by its cost. The process starts by using the trade space
inputs in the SAR signal to noise ratio equation to reverse
out the necessary effective aperture size [15]. A “straw man”
design is then chosen for a particular technology package,
with a breakdown of mass and power estimates for each of
the elements in the instrument. The straw man design has
separate estimates for the instrument antenna and instrument
electronics in order to allow mixing those technologies that
are largely separable. When given as an input to the tool, the
straw man design is then stretched and scaled according to the
trade space inputs and derived antenna aperture to give mass
and power estimates for a specific instrument. These mass
and power estimates are then given to a modified version of
the NASA Instrument Cost Model (NICM), which generates
a cumulative instrument cost based on historical NASA in-
struments [16]. The resulting database output contains the
resource usage including mass, power, data rate, aperture
size, and cost for every possible combination from Table 1
that results in a physically realizable instrument. An example
of the resulting instrument costs across several straw man
technology packages is shown in Figure 3.

Figure 3: The instrument evaluation tool iterates over all
possible combinations of Table 1 using the straw man input
containing a particular set of technologies to produce instru-
ment resource estimates including mass, power, and cost.
Selecting the right instrument from this group depends on the
concept of operations.

The first straw man design used for this process was the
NISAR electronics and NISAR AstroMesh antenna using
data that is readily available to the architecture team from
the L-band NISAR instrument. If we are considering an
instrument that calls for a SweepSAR instrument at S-
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Instrument Capability Option 1 Option 2 Option 3 Option 4 Option 5
Orbital Duty Cycle 15% 50%
Scanning Mode Passive Stripmap SweepSAR ScanSAR
Elevation Beamwidth 2 deg 3 deg 4 deg 6 deg 12 deg
Noise-Equivalent Signal Level -15 dB -25 dB
Polarization Capability Single-pol Dual-pol Quad-pol
Frequency Band X C S L
Single Look Resolution 15 m 10 m 5 m

Table 1: Discrete breakdown of instrument capabilities being considered for SDC. Each combination of capabilities represents
an instrument available for use in a mission architecture.

band frequency with only single-polarization capability and
a beamwidth of six degrees rather than twelve, we must
then scale the straw-man model accordingly. We do this
by dropping the boxes required to form the second polariza-
tion, reducing the number of sweepSAR channels by half to
account for the narrower swath coverage, scaling the mass
proportional to the wavelength difference between L- and S-
band, and scaling the supporting structural components to
have the same ratio as using NISAR electronics. The result is
not intended to replace a more detailed engineering effort, but
rather to quickly evaluate thousands of different combinations
in order to identify potentially promising architectures on
which to focus those engineering resources.

We recognize that each straw man model has its limitations
and analyzing the entire instrument trade space requires the
use of several models. Rather than attempt to make each
model fit the entire trade space where that may not be
appropriate, we have enabled the evaluation tool to be able
to identify conditions that are not well-suited to the model
and reject them. For example, the NISAR straw man model
is not well-suited to evaluating a ScanSAR instrument and
therefore the tool does not evaluate those cases. Likewise
the technologies and assumptions that go into the straw man
model can have a significant impact on the mass, power, and
cost results. Technology assessment and evaluation therefore
plays a critical role in the mission architecture evaluation as
discussed in section 5.

4. ORBIT SELECTION
The process of selecting the orbit for an SDC architecture
begins with understanding the instruments that are included
in the architecture definition. SDC architectures require
a repeating ground-track orbit and are expected to achieve
greater than 90% global coverage during the defined repeat
cycle. The specification for the instrument beam width(s)
combined with the allowable altitude range determines the
length of the minimum repeat cycle that will enable the
architecture to obtain the required global coverage. Once the
orbit repeat cycle has been selected, the allowable altitude
range is reduced to a few options.

With the orbit selection narrowed down to a small number
of options, the flight dynamics team begins simulating the
remaining candidates in STK. For each option, a satellite
(or satellites) is placed into the candidate orbit and the full
repeat cycle is modeled to determine instrument coverage
capabilities. For configurations with multiple satellites, two
variants are created so that the differences between formation
flying and equally spaced configurations can be assessed.

Multiple coverage and time between revisits metrics are
computed after the simulation and the results are provided to
the architecture team for review. After reviewing the specific
performance of the orbit options, the architecture team selects
the final orbit for the architecture.

Once the final orbit is selected, a SPICE SPK file is generated
from the STK simulation for use by the Mission Planning
and Performance Tool teams. This SPK file contains the
orbit ephemeris for each of the spacecraft and allows these
teams to directly import the satellite position information
without needing to model the orbits within the Performance
Tool software. To ensure appropriate documentation and
traceability is maintained, the SPK file is archived within
a team repository along with human readable metadata that
defines the STK simulation setup and the summary products
that were created to illustrate the coverage and revisit perfor-
mance of the architecture.

5. TECHNOLOGY EVALUATION
The desired mission capabilities outlined in Section 2 focus
on using multiple SAR satellite observations for either in-
creased temporal sampling or look diversity. To be feasible in
a cost-constrained environment, SDC must seek to minimize
observatory outlays and maximize economies of scale. We
have shown in Figure 2a that we expect investment in tech-
nology to impact our instrument cost estimate by reducing
the mass and power of the instrument. This is a direct
consequence of our modeling approach, based on the high-
level NICM algorithm that takes these parameters as its only
inputs. The SDC architecture study has therefore placed spe-
cial emphasis on instrument component technologies that can
deliver the elements of a SAR instrument with more efficient
use of mass, power, or volume for a given performance level.

Our evaluation of technologies relevant to orbital SAR mis-
sions began with a technology workshop in May 2019 co-
located with the Space Tech Expo in Pasadena, CA [17].
This venue allowed leadership and technologists within the
study team to interact with a broad range of experts across
several mission systems areas in a dialog between needs and
current/future capabilities. The workshop helped solidify the
study’s approach to technology by stratifying SDC needs
into three different tiers. Technologies that have cross-
cutting application across the range of mission architectures
being considered should receive our top consideration: most
notably advances in integrated processing and thermal trans-
port technologies. Technologies that are architecture-specific
should also be considered, but the study team should first
make key decisions about the nature of the mission archi-
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tecture before seriously pursuing technology advancement.
This category includes the critical, yet always custom antenna
aperture for the instrument as well as aggressive technology
goals such as sparse aperture instruments or robotic in-space
assembly geared toward a specific architecture. Finally, many
categories of mission systems such as launch vehicles, ground
stations, and data distribution are being actively disrupted by
a surge of commercial interest in Earth observation. These
forces are larger than any single project can influence, and
therefore SDC’s approach will be to stay abreast of the latest
developments in these areas and utilize advancements where
applicable but not invest directly. These guiding principles
have helped to shape the SDC technology road map discussed
in the next section, but SDC’s exploration of the technol-
ogy landscape still continues. NASA has funded several
technology surveys in critical areas in support of all the
designated observable mission studies [18] running through
the end of fiscal year 2021. SDC is an active participant in
these studies and continues to seek out technology gaps that
can help close the difference between desired capabilities and
available funding.

Technology Road Map

Navigating the breadth of available technology innovations
is difficult with the variety of potential mission architectures
for SDC. However, the activity is a critical part of mission
formulation within the project lifecycle as described in Table
2.2-1 and section 3.3 of the NASA System Engineering
Handbook [19]. In order to deal with the complexity, and
in keeping with the tiered technology strategy coming out of
the technology workshop, SDC has organized a technology
road map based on key architecture decisions. The road
map places no time-constraints on development, but rather
lists a variety of choices that should be made about the ar-
chitecture before pursuing technology advancement in these
areas. There are also several “off-ramps” that can adapt to
more conservative or aggressive architecture concepts as the
understanding of the mission evolves. Technology readiness
assessment is one of the primary processes that will help
to inform this decision and is discussed in the next section.
Figure 4 shows a summarized version of this road map.

The first technologies to focus on are cross-cutting and would
help reduce mass and volume for any instrument in any
architecture being considered by SDC. The focus areas here
are in multi-functional integration (shortened to “MF” in
the figure) and thermal technologies. Multi-functional in
this sense refers to the ability to combine many different
behaviors into a single physical entity. For example, with
the first early funding SDC has received we have explored
the possibility of utilizing the high-speed transceivers on
Xilinx Ultrascale FPGAs for direct RF generation of the radar
waveform. If successful, placing this function within the DSP
FPGA would eliminate the separate waveform generator and
RF upconverter boxes used for NISAR, with the potential
to save up to 40 kg of instrument mass if all supporting
electronics can also be eliminated.

It is helpful to maximize the use of standardized interfaces,
particularly in digital electronics, when seeking compact
electronics solutions. The integrated ecosystems that are
currently known to the team to be well-suited for multi-
functional integration are SpaceVPX, CompactPCI, and a
custom Common Instrument Electronics (CIE) ecosystem
in development at JPL. CompactPCI is a longtime industry
standard with significant fragmentation for specific designs,
while SpaceVPX is a newer industry standard that attempts
to standardize the PCI fragmentation while also expanding

for the demands of the space environment. The CIE plat-
form seeks even greater electronics density than the industry
standards by eliminating many of the features unused in most
NASA remote sensing instruments. The architecture team
is considering all options in the architecture through the use
of straw man designs as described in section 3. In terms of
DSP technologies, SDC has identified that processing density
can be improved by moving from the current space-qualified
generation Virtex 5 to the next generation space-supported
UltraScale devices. These add the aforementioned high-
speed transceiver capability discussed previously. We also
considered the terrestrial Ultrascale+ platform, which adds
embedded digitizers directly to the FPGA chip and promises
significant power savings. This technology received signifi-
cant interest during our technology workshop, but subsequent
data has indicated that potential radiation susceptibilities and
lack of vendor support in the space environment would pose
an unacceptable risk for a high priority decadal mission.

Thermal technologies are also enmeshed in the multi-
functional integration focus. Thermal management is a key
need in order to achieve orbital duty cycles of nearly 50%
per orbit, and the reduction of volume introduced by advanc-
ing DSP technology increases the power density within the
electronics, exacerbating the thermal problem. Fortunately,
additive manufacturing has introduced revolutionary oppor-
tunities to combine structural and thermal elements within
the same space. One technology that seems particularly
promising is a passive two-phase heat pump that can increase
thermal conductivity through a structure by a factor of 100
while requiring no external pumps that might add mass and
reduce reliability [20].

Beyond the first cross-cutting technology focus, the archi-
tecture team must start to make decisions about the mission
architecture in order to determine technology focus. The
first decision regards antenna aperture characteristics. Active
phased arrays have been traditionally used for SAR instru-
ments and offer electronic steering flexibility that enables
many operational capabilities. But NASA has recently es-
chewed this technology for SAR instruments in favor of large
mesh reflectors that do not have active power electronics
integrated. This technology achieves the lowest mass for the
deployed aperture area, thereby lowering cost. SDC will have
to re-evaluate the current state of both technologies in order
to evaluate if the same dynamic still exists for the architecture
concepts under evaluation. Beyond that, if the apertures
are not large enough when deployed from smaller buses,
more exotic deployment technologies such as robotic in-
space assembly may be needed. If the architecture team then
decides to pursue additional capabilities through increased
look diversity, it will need to decide if independent or inter-
dependent observatories offer the best value. In the case
of inter-dependent observatories, we could then further sub-
divide the instrument observations to form a sparse aperture
system. In an independent observatory scenario, the obser-
vations can either be divided among multiple spacecraft with
combination on the ground, or through the use of a new type
of instrument that can use differential absorption to estimate
the water vapor content at the time of the measurement on the
same spacecraft as the SAR instrument. These differential ab-
sorption radar (DAR) techniques have been demonstrated as
profile measurements [21]. To be useful for SDC, innovations
that would provide imaging at kilometer-scale resolutions
would be needed. In all, the technology road map of Figure 4
provides a way to think about technology infusion necessary
for the different architecture concepts for SDC and helps the
team communicate priority and necessity of those technology
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Figure 4: A high level version of the SDC technology road map that highlights key decision points throughout the architecture
evaluation period.

gaps.

Technology Readiness Assessment

Technology readiness assessment (TRA) is the process by
which technologies are evaluated for their maturity. NASA
communicates this maturity through a technology readiness
level (TRL) defined in Appendix E of NPR 7123.1 [22]. In
2014, NASA commissioned an evaluation of the TRA process
that was completed with a number of recommendations in
2016 [23]. Two of the study contributors have produced a
helpful paper defining an explicit process that follows these
recommendations [24]. The SDC study team has adopted a
specific implementation of this process for our own evalua-
tion. The process involves answering a series of questions
between the technologist and SDC as the customer that serve
to define the scope of the technology in question as well as its
current readiness level and potential risks to advancement.

These assessments serve several purposes within the archi-
tecture evaluation process. First, they provide a means
to make more objective decisions to move down different
branches of the technology road map in Figure 4. They also
provide a clear means to scope proposal work for technology
advancement. Finally, the results of this assessment are
used in the mission cost estimation process to account for
the technology advancement costs prior to PDR that are not
captured otherwise. In the larger architecture evaluation
process shown in Figure 1, this occurs in the step labeled
“technology scaling”, which we describe briefly below.

The instrument costs output by the NICM model in sec-
tion 3 are based on costs from phase B to D in the NASA
project lifecycle, which occur after technology development
should be complete. To account for this cost gap, we must
estimate the additional costs in pre-phase A and phase A
for technology advancement needed for a given instrument.

The technology assessment process evaluates only specific
technologies rather than the instrument as a whole. We must
therefore perform an instrument-level TRA that packages all
of the technologies incorporated in that instrument. From that
assessment we calculate a scaling term from a curve based on
Figure 10 in Malone et al. [25]. That scaling term is applied to
the NICM output to append the estimated cost of technology
advancement for the instrument. Note that for situations
where the instrument is assessed at higher than TRL 6, for
example a mission that re-builds a significant portion of the
NISAR L-band instrument, the scaling curve provides a small
discount over the stated NICM value.

6. MISSION COST EVALUATION
The mission cost evaluation process consists of making esti-
mates across different mission systems areas as specified by
the NASA work breakdown structure (WBS) [26]. At the
current estimation fidelity we are only operating at the second
level of the WBS, but by structuring our estimates according
to this structure early, we can easily refine estimates by diving
deeper into the hierarchy during the evaluation period of the
study.

Mission WBS categories are broken into broad systems cat-
egories such as integration and test, launch, operations, and
ground data. The instrument and spacecraft make two addi-
tional line items in the WBS that have been estimated from
the previous sections. The traditional NASA WBS is setup to
handle a single spacecraft with multiple instruments. SDC
is considering many different constellation configurations.
Most include multiple identical spacecraft and instruments,
a few include two different types of spacecraft each with
different instruments. The SDC WBS will eventually need
to be setup to distinguish recurring costs like manufacturing
from non-recurring costs like design at levels immediately
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below the instrument. Also, since instrument and spacecraft
operate at the same WBS level, it is difficult to identify
which instruments might belong to one of multiple spacecraft.
Despite these potential future pitfalls, which we expect to
encounter during the phase two evaluation, we have not
altered the traditional WBS structure at this stage.

SDC makes direct estimates of spacecraft bus, launch vehicle,
and telecom costs for preliminary estimation. We are able to
do this based on high level instrument resource estimates of
mass, power, data rate, and deployed aperture area. Other
elements in the WBS are estimated as a percentage of either
the instrument cost, spacecraft cost, or the observatory cost
made up of the combined spacecraft and instrument.

Spacecraft Bus Cost Estimation

The spacecraft bus comprises all of the spacecraft mission
systems needed to operate the spacecraft and communicate
with the ground. Today many spacecraft bus configura-
tions are available commercial-off-the-shelf (COTS) in a pre-
configured package that would suit most end users. Unfor-
tunately, SAR instruments typically strain the use cases for
such buses. Most prominently, the large aperture required for
the measurement will require larger reaction wheel systems
for pointing control than are typically offered in a COTS
package. But the large power draw or high data rate may also
be limiting factors. An intriguing question from our initial
technology workshop will be explored during the evaluation
period: whether it would be more cost-effective to purchase
an over-specified COTS bus, for example more power and
mass capability then needed in order to support reaction
wheels for a large cantilevered antenna, or custom build a
smaller spacecraft tailored to the exact instrument needs.

For our initial cost estimates, SDC is making tiered spacecraft
cost estimates based on the mass, power, and aperture size of
the instrument. The estimate is not specific to any particular
bus vendor or offering but intended to capture a mean cost for
spacecraft in that particular class. Recall that the purpose of
these first pass estimates is to be able to compare many tens
or hundreds of architectures quickly, while the effort in phase
two of the study is to refine these estimates after promising
architectures have been identified. Pairing instruments with
candidate buses including estimates for all of the bus sub-
systems will be a key part of phase two activities and involve
concurrent engineering teams at multiple NASA centers.

Our estimation levels for phase one therefore fall into one of
four categories of buses: small, medium, large, and flagship.
Small spacecraft buses support instrument payloads up to 350
kg with 1300 W of peak payload power. Medium buses
support 450 kg payloads, while large buses support 1000
kg payloads. Flagship buses are larger than typical COTS
offerings and would need to be custom-built, this applies for
anything over the large bus limits.

Launch Cost Estimation

Launch costs are estimated in a similar manner to spacecraft
buses. Using the combined observatory mass and expected
stowed volume, we make estimates of cost for a given class
of payload capacity. These estimates are not based on any
particular vendor or offering but rather on an average value at
that class using current launch prices from the LSP catalog.
Launch tiers are broken down into similar levels as spacecraft
buses with small, medium, large, and flagship designations.
Each corresponds closely to the mass ratings of the spacecraft
bus, but may jump a level depending on the additional mass

or volume of the instrument.

Telecom Cost Estimation

SAR observing systems produce large amounts of raw data,
and the SDC science community would like to get all of it
to the ground to maximize the potential for ground-breaking
research. As such, the spacecraft will most likely require a
custom data handling system (DHS) to manage the overall
spacecraft activity. This includes maintaining timing, inter-
preting commands from the ground, collection, processing,
and formatting of the telemetry data to be down-linked, and
high-level fault management and safing routines. Addition-
ally, the spacecraft requires a large capacity recorder to store
the raw radar data and support high-speed data transfers.
The spacecraft communications design includes a telecom-
munications system designed to communicate with ground
stations that command and control the spacecraft, as well as
accommodate down linking and processing the large amounts
of raw science data. The quality of science measurements
improve with increased number of observations, therefore
the spacecraft down links require a high bandwidth with
sufficient view periods of ground stations.

The DHS also includes a spacecraft radio system to facilitate
data exchange with the mission ground system via a net-
work of ground stations. Up-linked data supports command
and control of the spacecraft, while engineering and raw
instrument science data (high volume) are sent in a down-
link stream. The quality of science measurements improve
with increased number of observations and resolution and
the resulting data volume is proportional. Data volume
combined with latency are the two mission requirements
that drive telecommunication system design. The down-link
bandwidth, and the length and frequency of radio contacts are
the primary factors that establish sufficient communications
to support mission drivers. These three parameters provide
the primary trade space for the mission telecommunications
architecture study.

NISAR, the predecessor mission, largely establishes the nom-
inal mission data volume. The mission also provides one
possible telecommunication system architecture which acts
as a “reference” for comparison to an optimized telecommu-
nication system architecture.

The flow of the telecommunication architecture study will
be as follows. We will first confirm the driving mission
requirements. We will then perform a technology search
to establish telecommunication architecture system options.
The search assumes no major development costs by SDC
directly, but rather expects to follow the industry technology
trends that develop over the SDC development period. It will
assure broad reach across NASA, commercial missions and
manufactures. We will also investigate network options and
spacecraft transceiver options. For each mission architecture
option we must develop scenario-specific requirements be-
fore developing telecommunication system options for each.
The resulting output will be a cost estimate and estimate of
the size, weight, and power of the telecom system needed for
SDC.

To date the study has confirmed the driving requirements
similar to the NISAR mission are pertinent. However, latency
is of more interest for the SDC study. For technology, the
viability of the NASA ground and space based networks
well into the 2030s was confirmed by the study. The study
also determined that there are multiple commercial radio
networks being developed that could likely support SDC
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using standard radio protocols. The study has suggested that
a high performance optical solution is developing; but will
depend heavily on external funding to mature. Finally, the
study has developed an options template that was used to
document telecommunication options for one particular SDC
architecture being studied.

Scaling Identical Observatories

Many of the architectures under consideration for SDC use
multiple identical observatories to make up the complete
observing system. It is reasonable to expect that there are
certain recurring costs that would make the production of
identical hardware progressively cheaper as more units are
built with some diminishing returns. One of the findings
from our technology workshop was that many of the industry
experts in attendance agreed with this sentiment and from
their experience the expected gains followed a mathematical
learning curve [17].

The learning curve function is also known as the cumulative
average model and was first expressed from observations in
the aircraft industry [27]. It gives the cost, C, of an N th unit
of production as:

C = aN b (1)

where a is the cost of a single unit, and b is a rate of
improvement. The rate of improvement can be thought of
as a percentage that describes the cost reduction for every
doubling of production quantity. For SDC, we have used an
improvement rate of 35% derived from our own experience
on moderate sized production levels of smaller flight elec-
tronics builds. In the evaluation process of Figure 1, this cost
scaling term is being applied to the entire observatory cost
estimate. The cumulative sum of these costs has been shown
in Figure 2b as part of our demonstration highlighting that
these economies of scale will not significantly lower the cost
of a fixed coverage rate for SAR observations.

7. SCIENCE PERFORMANCE MODEL
The SDC Science Performance Model (SPM) consists of a set
of tools that calculate spatially-varying measurement uncer-
tainties for a given set of point target locations on the surface
of the Earth. Currently, the SPM is capable of calculating
errors for observations of surface deformation and biomass,
using estimated errors in radar phase and backscatter, respec-
tively. In order to produce spatially-varying uncertainties
for different surface targets, the model takes into account
instrument parameters and orbital calculations combined with
a mission plan, information about global conditions of the
Earth’s surface (e.g., terrain type, snow and vegetation cover,
topography), and time-dependent models that represent prop-
agation delays through the troposphere and ionosphere. The
tool combines all the aforementioned information to calculate
seasonal error statistics for a set of targets, which can then be
combined into long-term performance estimates for a given
architecture.

Different architectures will be evaluated through the SPM as
described below. We use the “L6A” architecture described
in section 2 to explain different parts of SPM including its
inputs and outputs. This architecture uses 6 satellites with
2◦ elevation beamwidth (as opposed to 12◦ for NISAR). All
the satellites are distributed uniformly in the NISAR orbit

having a 12 day repeat time. Therefore, each satellite in-
dividually has 12-days between interferometric observations
but leads/lags two days from its neighbors. In an urgent
response situation, each one of the satellites mechanically
adjusts its attitude to cover the same region, making a 2-day
interferometric repeat over a single 40 km swath.

Figure 5: The schematic configuration of 6 Satellites in
NISAR orbit with 2 days separation

Figure 5 shows the orbital configuration of architecture L6A
discussed in section 2. The six satellites in L6A are dis-
tributed evenly in the NISAR orbit with 2 days separation
between their ground tracks. The next subsection discusses
different inputs to SPM and some specific inputs for L6A
configuration, followed by a subsection on the output of SPM
as applied to the L6A example.

Inputs to the SPM

In order to estimate the accuracy of deformation and biomass
measurements for a particular architecture, the SPM must
take into account the major error sources that limit the ac-
curacy of SAR and InSAR observations. The model includes
a number of possible error sources. The dominant errors are
related to seasonally-dependent global models of ionospheric
and tropospheric propagation delays, as well as the effects
of interferometric decorrelation. To account for these error
sources, several global databases are used as input in the
NISAR performance modeling tool. The databases used in
SPM include: 1. ionospheric spatial spectra, 2. temporal
decorrelation map, 3. radar backscatter map, 4. biomass map,
5. elevation and slope map, 6. terrain class map, 7. percentage
vegetation cover map, 8. snow cover map, 9. tropospheric
spatial spectra, 10. cryosphere velocity, 11. cryosphere clas-
sification. In addition to the detailed radar instrument model
and mission plan files, the NISAR performance tool attempts
to account for environmental factors when estimating radar
backscatter and interferometric phase uncertainties.

Temporal correlation and ionospheric delay models were
designed for L-band measurements, and need to be modified
so that they can be applied to a variety of architectures op-
erating at different frequencies. To generate global temporal
coherence and backscatter maps using Sentinel-1 data at C-
band, a commercial vendor has been selected to perform this
task through evaluating the responses to an RFP.

Ionosphere Model Error—The model currently used to esti-
mate ionospheric phase delays in the SPM was inherited from
the NISAR Performance Tool, and is based on a combination
of empirical measurements from the L-Band ALOS sensor
and the WBMOD Ionospheric Scintillation Model. It was
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precisely tailored to apply to the calculation of ionospheric
delays specific to the NISAR wavelength, observation geom-
etry, and orbital timing. However, the architectures under
consideration in the SDC study are not restricted to L-band
systems, and may also differ from NISAR in terms of look
geometries and mission plans, causing differences in the
expected ionospheric phase propagation errors. In order to
accommodate a more flexible trade space, we are in the
process of developing a new ionospheric model based on total
electron content (TEC) measurements obtained empirically
from Global Navigation Satellite System (GNSS) data.

Ionospheric small-scale and large-scale total electron content
(TEC) gradients in both latitude and longitude directions can
be measured in TEC units per kilometer (TECU/km) using
Global Navigation Satellite System (GNSS) data [28]. The
small-scale TEC gradients (SSTGs) are derived from mea-
surements of vertical TEC differences with spacings ranging
approximately from 2 km to 12 km at 350 km altitude. The
large-scale TEC gradients (LSTGs) are computed from global
TEC maps that are generated with TEC data distributed at
spatial scales of hundreds of kilometers. To characterize
various ionospheric conditions, statistics such as mean, root-
mean-square, and standard deviation of SSTG measurements
can be obtained for local areas with a number of data samples
from tracking multiple GNSS satellites. Regional and global
maps of a combination of the SSTG statistics and LSTGs
can also be obtained as snapshots using data from networks
of tens to thousands of ground-based GNSS receivers global
TEC maps. These TEC gradient data can be used to measure
ionospheric-induced delay and phase variations in azimuth
and range directions of spaceborne synthetic aperture radar
data. The SSTGs can also be used to measure ionospheric
irregularities that cause ionospheric scintillation in radar sig-
nals.

Figure 6: Output CLASP coverage map on a 12-day horizon,
descending node only, one color per instrument mode, for the
L6A scenario

Mission Plan— Observation plans are produced with the
Compressed Large-scale Activity Scheduling and Planning
(CLASP) tool, an artificial intelligence mission planner soft-
ware currently being developed for the NISAR mission [29]
and already used operationally for scheduling imaging by
two instruments on-board the International Space Station:
the ECOSTRESS instrument [30] and the Orbiting Carbon
Observatory-3 [31]. CLASP is a long-range scheduler for
space-based or aerial instruments that can be modelled as
pushbrooms – 1-dimension line sensors dragged across the
surface of the body being observed. It addresses the problem
of choosing the orientation (in case steering is possible)
and on/off times of a pushbroom instrument or collection of
pushbroom instruments such that the schedule covers as many
target points as possible, without oversubscribing memory
and energy. Orientation and time of observation is derived

from geometric computations that CLASP performs using
the SPICE ephemeris toolkit [32]. A thorough description
of the combinatorial so-called coverage problem as well as
algorithms to solve it are described in [33].

Inputs of CLASP notably include (1) campaign files de-
scribing desired geographical areas to be observed along
with required instrument mode and geometric and temporal
constraints. Each campaign is assigned a priority which
determines the order in which resources (steering capability,
energy, memory) will be allocated to it; (2) constellation def-
inition which can be made of one or several spacecraft, each
of which has one or several body-mounted instruments with
specific swaths modeled as pushbroom sensors. Geometry
of the sensors are parameterized by minimum and maximum
look angles as angles rotated about the velocity vector of the
spacecraft from the nadir look vector, looking 90 degrees off
of velocity. Energy on-board each spacecraft is modelled as
a timeline resource which is depleted at a specified rate for
each instrument mode when an observation is being done and
augmented constantly with the production of solar panels,
taking eclipses into account. Constraints ensure that the
energy level never falls below a minimum and that a specified
handover state is achieved at the end of each revisit period.

(a) Single-pol coverage heat map

(b) Dual-pol coverage heat map

Figure 7: Coverage heat maps for two instrument modes on a
12-day horizon for the L6A scenario. Color of each 5°×5°tile
depicts the average number of observations per target in the
area (shown tiles are above 0◦ and below 80◦ latitude).
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CLASP outputs one schedule per spacecraft as a list of timed
observations with their corresponding geographic coordinates
and steering angles. Several types of charts can also be
consulted, such as a coverage map (see Figure 6) primarily
showing with what instrument mode a zone has been ob-
served, coverage heatmaps showing the number of times a
zone has been observed in a specific instrument mode (see
Figure 7), or other charts related to the state of the spacecraft
(e.g. memory usage or power levels).

Instrument Simulation— SPM uses some characteristics of
the radar instrument to calculate the error in biomass or
deformation estimation models [34]. The radar instrument
characteristics used in SPM include:

1. Range bandwidth 2. Antenna azimuth dimension
3. Beamwidths 4. Null-to-3-dB relationships 5. Total ambi-
guities 6. Range/azimuth weighting factor 7. Number of bits
in ADC 8. Noise equivalent σ0

For the L6A configuration, we use SAUSAGE, a JPL SAR
performance simulation tool, to calculate the radar character-
istics for 48 different modes. Different modes are identified
based on their ground range resolution and polarization as
defined in the instrument trade space shown in Table 1, and
starting look angles of 30, 32, 34, 36, 38, and 40 degrees
as required from the concept of operations. SPM uses the
SAUSAGE outputs for each of these modes to extract all the
required characteristics mentioned above.

Figure 8: (a) Noise Equivalent σ0 (b) Signal to Ambiguity,
of the instrument at HH polarization for dual-pol system.
Curves from near range to far range in both (a) and (b)
correspond to look angles 30,32, 34, 36, 38, and 40 degrees,
respectively. Different colors are for resolutions 5, 10, and
15m. The 5m resolution has lowest S/Ambiguity and highest
Noise Equivalent σ0.

Figure 8 (a) and (b) show the Noise equivalent σ0 and Signal
to Ambiguity ratio, respectively. These plots are for HH
polarization of a dual-polarization system. Different colors
correspond to different single-look resolutions of 5, 10, and
15 meters. Each set of curves from near range to far range
in both (a) and (b) correspond to the look angles specified
previously. Therefore, each group of three different color
curves in these figures corresponds to a specific look angle.
The 5 m resolution has the highest noise equivalent σ0 at
any specific look angle in Figure 8 (a). This is due to the
fact that the higher resolution mode has larger bandwidth.
Therefore, the received noise power is larger. The signal to
ambiguity ratio at 5 m resolution is lowest of any specific
look angle in Figure 8 (b). These outputs from the instrument
performance simulation become inputs to SPM to evaluate
the performance of the data products.

SPM Error Models

To quantify the errors for any geophysical observable for a
given architecture through SPM, we need a global map of all
the locations relevant to that specific geophysical observable,
such as biomass or solid earth. We also need an error model
relating the geophysical observable error to the measurement
error. In this section, we explain the biomass and deformation
error models, respectively.

Biomass Error Model— Estimating the amount of above
ground biomass in forested areas is critical to develop a better
understanding of ecosystem processes. There have been a
wide variety of studies conducted over the past three decades
showing how radar polarimetric measurements can be used
to estimate above ground carbon for regions with less than
100 Mg of biomass per hectare. A biomass error model is
used in SPM to assess the biomass estimation accuracy over
biomass target map. The SPM calculates the implications
of this error model on the performance of a polarimetric
radar using instrument, mission, and science parameters from
the inputs explained previously [34]. Using the first-order
Taylor’s expansion of biomass b as a function of backscatter
parameters, (σhh σhv σvv), and compensating for having
correlated noise between the various components we can
write biomass estimation error as:

∆2b =

[
∂b

∂σhh
∆σhh

∂b

∂σhv
∆σhv

∂b

∂σvv
∆σvv

]
×

Γ ×

 ∂b
∂σhh

∆σhh
∂b
∂σhv

∆σhv
∂b
∂σvv

∆σvv

 (2)

where Γ is the correlation matrix of polarimetric measure-
ments to biomass. The SPM uses the inputs given to cal-
culate the variance of backscattered power measurements,
(∆σhh ∆σhv ∆σvv) due to different error sources such
as SNR, calibration error, and area projection error [34]. A
semi-empirical model is developed to relate the polarimetric
backscatter measurements to biomass. Using this model,
we can calculate the derivative of biomass with respect to
backscattered power [34]. The resulting outputs from these
models will be discussed after introducing the deformation
model.

Deformation Model—Interferometric measurements of defor-
mation in the line of sight (LOS) of the satellite can be related
to the radar phase using the following equation:

φ =
4π

λ
∆ρ (3)

where φ is the phase, λ is the radar wavelength, and ∆ρ is the
ground displacement between two InSAR acquisitions. This
equation assumes that the satellite’s perpendicular baseline is
zero, or that the topographic contribution to the range change
has been perfectly corrected.

The interferometric phase error, defined as any component of
the InSAR phase that does not correspond to displacement,
consists of multiple components: decorrelation, tropospheric
delay, ionospheric noise, and random errors attributed to
processing artifacts, as shown in the equation below:
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Σtotal = Σdecor + Σtropo + Σiono + Σproc (4)

Each of the components, except for the processing errors, are
provided as a globally-varying input layer to SPM, calculated
from empirical measurements or published error models. An
example of this is the method for estimating the ionospheric
contribution discussed previously. In addition to evaluating
the error in LOS displacements, SPM is capable of estimating
vector deformation error in the North, East, and vertical
directions, given an observation with a minimum of 3 distinct
satellite look geometries. This functionality is necessary
for evaluating the three dimensional displacement capability
discussed in section 2.

SPM Outputs

SPM is a tool that simulates observations made by the differ-
ent mission architectures identified in the trade space study,
and estimates the measurement accuracy of geophysical ob-
servables (deformation, biomass, and disturbance detection).
By comparing the performance of each architecture against
the desired capabilities for different applications outlined in
the Science and Application Traceability Matrix (SATM), we
aim to evaluate a given architecture’s science performance,
contributing to its overall value. SPM generates error maps
for biomass and deformation models. However, other science
and applications can be integrated into SPM if the error model
and target map are provided.

Performance Map—Using the inputs and error models de-
scribed previously, SPM calculates the science error estima-
tion for all the targets for that science discipline. We show
examples of error maps for biomass and deformation below.
These maps will be used to generate a feasibility score for a
specific architecture, as described in section 8.

Biomass—As mentioned in the discussion of the biomass er-
ror model, SPM calculates the biomass error due to different
error sources. We use L6A architecture as an example here
to demonstrate the biomass error outputs. Figure 9a shows
the total number of observation per biomass target in one
year for this architecture. As seen in this figure, the number
of observations increases as the target gets further from the
equator. This is due to the overlap between different passes.
On the other hand, we see a large number of observations in
Alaska compared to targets with the same latitude. This is
due to a high priority being assigned to a campaign covering
Alaska and requesting of as many observations as possible for
that region. Figure 9b shows the biomass error (Mg/ha) for
all biomass targets with biomass less than 100 (Mg/ha). We
only show error maps less than 20%.

The performance maps of Figure 9b show regional nuance
in biomass estimation that will be important for detailed
architecture study, but a summary statistic is also needed for
broad architecture comparisons. The biomass model uses the
ratio of all biomass targets with biomass error less than 20
Mg/ha as its summary statistic. For the L6A architecture
shown in the figure, this number is equal to 94%. The
SPM will also calculate the revisit rate for this measurement.
These two estimates must be compared with the desired
SATM performance characteristics to come up with a single
feasibility score for the architecture as discussed in section 8.

Deformation— The primary output of the SPM deforma-
tion error model consists of seasonal heat maps that show
expected deformation errors for a particular set of ground

(a) The total number of observation in one year over simulated
targets.

(b) Biomass error estimation for configuration (2)

Figure 9: Geolocated outputs from the SPM provide regional
detail about architecture performance.

targets relevant to a given geophysical observable. Figure 10
shows expected LOS measurement errors for ground targets
relevant to studies of geohazards for the L6A example archi-
tecture. The seasonal deformation error maps generated by
SPM are shown in Figure 10 and can be condensed to gener-
ate summary statistics for a geophysical observable, showing
the feasibility of measuring that observable with a particular
architecture. First, statistics are calculated for each season in
terms of coverage and displacement error. The coverage is
expressed as a percentage of the targets where observations
are possible for each season, and the displacement error is
shown in millimeters for one interferogram. We show an
example of seasonal statistics for the L6A architecture in
Table 2.

Category Coverage DU (mm)
Winter 74.6% 10.0
Spring 80.9% 10.1
Summer 96.1% 13.2
Fall 94.2% 9.1

Table 2: Example seasonal statistics output by the perfor-
mance tool for the geohazards target set, with “DU” meaning
displacement uncertainty.
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Figure 10: For deformation estimates, the SPM captures
seasonal variation in science performance caused by snow
coverage and precession of the Earth.

The seasonal statistics can be further generalized into overall
(i.e., average) coverage and error estimates for the geophys-
ical observable. An example is shown in Table 3 for the
geohazards target set. A target set is used in SPM to to
represent the regions of interest for an analysis. Multiple
geophysical observables can use the same target set, in this
case all geohazards observables would use the target set
shown. The values in the table then say that 83.1% of the
targets have better than 9.2 mm uncertainty over a specified
spatial scale. SPM also computes the number of valid in-
terferometric pairs generated over a season. By preserving
SPM outputs, we expect to be able to use these summary
statistics as a jumping off point to dive back into the more
detailed performance maps to provide nuance for architecture
performance comparison.

Category Coverage DU (mm)
Geohazards 83.1% 9.2

Table 3: Example summary statistics for the geohazards
target set, with “DU” meaning displacement uncertainty. The
performance tool has a separate target set for each science
focus area.

8. VALUE FRAMEWORK
After the set of candidate observing system architectures is
identified, a process for comparing and assessing the candi-
dates is necessary. Within the SDC architecture study this
process is referred to as the value framework. The value
framework will need to provide a mechanism for discrimi-
nating between architectures that is traceable to the Decadal
Survey objectives as defined in the SATM and allows for a
transparent process for down-selection within the candidate
architecture trade space. The framework will need to assess
each architecture in multiple dimensions, including Science
and Applications performance, responsiveness to the Decadal
Survey, mission and programmatic risk factors, affordability,
and schedule.

As part of the value framework, Measures of Effectiveness
(MOEs) will be established to quantify the science and
applications benefit enabled by each candidate architecture
under consideration. Currently two MOEs are envisioned for
evaluation of science and applications performance. These
have been termed “necessity” to indicate the value of a

particular observable to its science objective, and “feasibility”
to indicate how well a particular architecture meets these
needs.

Necessity Score

A necessity score will be assigned to each geophysical ob-
servable for each science and applications objective identified
in the SATM. This score will be used to describe how impor-
tant a geophysical observable is in satisfying the associated
objective. One implementation under consideration would
require the sum of all necessity scores associated with a given
objective to be constrained to sum to 1.0. For example, a no-
tional objective which has two equally important geophysical
observables associated with it would have each geophysical
observable be assigned a score of 0.5. Alternatively, if one
observable is twice as important as the other, than the more
critical observable would be assigned a score of 0.67 and the
less important observable would be assigned a score of 0.33.
Note that the necessity score as envisioned is not dependent
on the candidate architectures being considered and is instead
derived from the science and applications objectives by the
members of the research and applications focus area to which
the observable belongs.

Feasibility Score

To incorporate the specifics of the candidate architectures,
a separate MOE will be necessary, and will be referred to
as a feasibility score. Similar to the necessity score, the
feasibility score is assigned at the geophysical observable
level. The score will describe the capability of a given
candidate architecture to make the measurement of the geo-
physical observable as specified in the SATM. Unlike the
necessity score however, the feasibility scores for geophysical
observables associated with a science and applications objec-
tive are not coupled and can be assigned independently. A
candidate observing system architecture which is capable of
measuring a geophysical observable as specified in the SATM
would receive a feasibility score between 0.0 and 1.0 for
that particular geophysical observable, whereas a candidate
that is incapable of measuring a geophysical observable at all
would receive a score of 0.0. Determination of the feasibility
score will leverage performance estimates generated by the
SPM when available and will consider parameters such as
frequency bands, polarization, spatial resolution, revisit time,
data latency, accuracy, and coverage.

Some observables in the SATM do not have performance
models in the SPM for evaluation. The biomass and defor-
mation models cover the majority of our primary observable
objectives, but there are several observables such as snow-
water equivalent and surface water extent for which we do
not presently have calibrated science performance models.
Feasibility scores must find a way to keep scoring consistent
between these different levels of fidelity, which makes it
likely that a tiered approach will be selected for these scores.
In such a system, higher fidelity SPM estimates will be
compared against a set of thresholds from the SATM to assign
the feasibility score, while observables without models will
have more qualitative estimates compared to similar threshold
derivations. The exact score levels must be finalized by the
start of our phase two evaluations in April.

Final Value Score

After the necessity and feasibility scores are assigned, they
can be used to quantify the science and applications benefit
of a given candidate observing system architecture within the
context of the SDC SATM and the Decadal Survey. Multiple
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options for utilizing these MOEs are under consideration by
the SDC architecture study team, including options which
would use relative weighting of the science and applications
objectives. We should note that the final science and applica-
tions value score is not the only term used to accept or reject
an architecture. The score is a summarized representation
of the architecture’s science and applications performance in
numeric form, but does not take into account factors such as
affordability, schedule, and risk. The final value score will
need to be weighed against these other programmatic factors
before an observing system architecture recommendation can
be provided to NASA Earth Science Division.

9. SUMMARY
The mission architecture studies for the Earth Science
decadal survey represent a new approach to the traditional
NASA designated mission by separating the desired observ-
able from the mission design. The architecture study team
is specifically tasked with taking a rigorous and systematic
approach to the evaluation of mission implementations in
order to assess the costs and benefits they provide. The
process put together for the Surface Deformation and Change
observable applies this approach to repeat-pass interferomet-
ric SAR, an area with growing commercial and international
interest. We are now two years into our five year study and
have identified the processes we will use for evaluation as
well as 33 candidate architectures for consideration. These
candidates range in capability from traditional single space-
craft to various techniques using constellations of smaller
satellites to provide targeted increases in coverage rate, either
through decreased repeat time or increased look diversity. As
we proceed into the evaluation phase of our study we will use
the processes described here to score as well as start to narrow
the possibilities and work toward a final mission architecture
recommendation to the NASA Earth Science Division for the
SDC observation.
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