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Automation is gaining momentum in spacecraft operations, however, at a much slower pace
than comparable application domains. The reasons behind slow adoption is (1) the need for
high reliability and (2) the limited interaction between human operators and the automated
systems. For automated systems to be adopted and trusted by humans, humans need to gain
intuition about the decision making process of the automated system and trust in its execution
[1]. In this paper, we present how simulation and visualization can enhance adoption of
an automated on-board activity scheduling system, specifically in the context of Mars2020
rover mission [2]. The visualization aims to communicate to the users degree of variance and
uncertainty in possible schedule execution. Our preliminary validation results suggest that the
proposed visualization increases operators’ confidence in—and likelihood of adopting—the
automated scheduling system.

I. Introduction

Activity planning for spacecrafts is a complex task that involves both a negotiation of priorities of different
stakeholders, as well as an optimization of available resources. While past missions have in some cases employed

automation to some degree in the activity planning process on the ground, the upcoming Mars 2020 mission will feature
an on-board automated scheduling software module which will generate dynamic and responsive schedules.

The benefits of automation is two fold. First of all, the on-board automated scheduler can increase overall science
return by optimally utilizing available resources [2]. When scheduling is performed on the ground, engineers typically
make choices based on worst case scenarios of resource usage. Estimating resource usage on the ground is a challenge
due to variations both in environmental conditions and in efficiency and success of activity executions. For instance, an
ample margin is typically added to activity durations to accommodate for longer than expected execution durations
or execution failures. Frequently, activities run shorter than their conservative estimates, resulting in idle time and
underutilized resources [3]. When scheduling is performed on-board, execution results up to the current point in time
are known, allowing the scheduler to take advantage of idle resources. Hence, automation can reduce idle time spent by
the rover and increase the overall science return of the mission [3].

The second benefit of autonomous scheduling is the addition of explicitly defined constraints which can reduce time
spent by operators on the ground when negotiating a schedule for various activities. Note that activity planning is a highly
collaborative task where many science and engineering users are involved at different stages of the process. Traditionally,
activity planning involves pinning activities on a timeline, where many constraints, such as temporal dependencies, for
activities are implicitly encoded. As planning progresses, frequently a need to edit the timing or ordering of activities
arises to optimize for various resources. In this case, operators can be uncertain about whether editing the timing or
ordering of an activity will contradict the original intent, leading to time consuming negotiations. When stakeholders
explicitly describe their constraints, the allowable edits for an activity’s schedule are clearly communicated.

Despite these advantages, automated scheduling poses significant challenges for the operators. First of all, predicting
activity scheduling and execution based on a list of constraints is a very challenging cognitive task. Figure 1 shows a
plan consisting of a list of activities and each activity’s user defined constraints. Deducing how activities might get
scheduled from this data is not straightforward. Second, the operators need to validate on the ground that the set of
activities and constraints in the plan are "schedulable" under nominal conditions. Lastly, operators must ensure that
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all necessary or desired constraints are properly and explicitly defined in the plan. The automated scheduler may not
respect any implicit intended timings and ordering constraints for activities that are not explicitly defined. Execution
outcomes that do not respect intent can undermine the operators’ trust in automation significantly.

To address these challenges, we simulate how the automated scheduler of the Mars 2020 rover might behave using
Monte Carlo simulations on the ground. We generate many possible execution traces for the given set of activities
and constraints, such that operators on the ground can review possible execution variations. However, consuming and
comprehending hundreds of execution traces raises a different challenge for the operators. To be able to communicate
the variance and uncertainty in a constraint based plan effectively and efficiently, we developed a series of visualizations.
These visualizations present an aggregated summary of both (1) the start time and end time variance for each individual
activity and (2) parallelism and ordering variations between the activities.

We performed a qualitative assessment to validate the perceived value of these visualizations by operators who have
Mars surface mission activity planning experience. The self reported confidence and trust scores improve significantly
when simulation results are presented with the visualizations that aggregate execution variations. Moreover, despite
finding the aggregate summary tool less familiar, operators indicated strong preference for utilizing our proposed
aggregate visualizations if they needed to work with an automated scheduler.

II. Related Work
This work builds upon research in automation in spacecraft activity planning and execution, investigations in

operator trust in automated systems, and finally the role visualizations play at easing adoption of automated systems and
improving operators trust. In this sections we discuss relevant research in each of these three distinct research areas.

A. Automation in Spacecraft Activity Planning and Execution
Automation in activity scheduling and execution has been a research area of high interest for decades [4–6], where

responsiveness, performance and stability have been the major concerns for improvement. CASPER is an automated
planning and execution system [6, 7] that controlled and flew on-board the Earth Observing One spacecraft for over a
dozen years [8, 9] and the IPEX mission for over one year [10].

Ongoing research explores how to make future rovers more autonomous and productive [11]. Chi et al. discusses a
theoretical framework to embed a scheduler in execution, including when to reschedule and how to schedule activities to
best respond to uncertainty in execution [2]. Rabideau and Benowitz describe a greedy algorithm to handle activity
scheduling to increase responsiveness given the limited flight processing power [12]. The prototype they describe is the
automated scheduling system that we refer throughout this paper.

B. Automation and Trust
In the context of human-automation interaction, trust can be defined as the perception that an agent will successfully

help an individual achieve their goals in a situation that includes both uncertainty and vulnerability [1]. Many studies
have explored the ways in which trust mediates relationships between people and technology [13], and point to a large
number of factors, such as dependability, reliability, level of automation, failure rate [14], and transparency[15] that
modulate people’s trust in automated systems. The construct of trust influences how human operators use and rely
on automation; hence, the interaction between human operators and automation impacts performance of the joint
human-automation system [14, 16–19]. Automated systems that are designed without proper consideration of human
aspects (automation abuse) can result in underutilization (disuse) and over-reliance on automation (misuse) by the
human operators [20]. Therefore, building appropriate trust [1] becomes a crucial aspect to achieve successful joint
system operation.

People also differentially trust systems with variations in physical proximity [21], personality and anthropomorphism
[22–24], and communication styles [25, 26]. Such factors manifest themselves in varying levels of trust depending on
the type and complexity of the collaborative tasks [27], and the contexts in which they occur [28].

Measuring trust in automation is a challenge on its own, which is often assessed with surveys administered after
exposure to the automated system [19, 29, 30]. In this paper we followed a similar methodology, borrowing keywords
suggested in [29] in our custom survey.
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C. Visualizations to Support Automation
Data Visualization and Visual Analytics approaches have been taken as ways to augment automation projects across

a wide number of domains, including machine translation [31], reinforcement learning [32], image classification [33],
image captioning and visual question answering [34, 35].

Interactive visualization are often utilized to enhance the interpretability or explainability of machine learning
models [36–38]. Frequently, such tools are designed to help the developers of the autonomy to debug their models, with
the hope of expediting the iterative experimentation process, and ultimately to improve performance of the autonomous
system [39–41]. Other applications of interactive visualizations include making sense of a model recommendations [42],
or to choose a single model among an ensemble of well-performing models [43–45]. In visual analytics domain, several
works presented guidelines for the design of uncertainty aware visual analytics tools to improve trust and interpretation,
and consequently aid the user in better decision making [46, 47].

Nevertheless, the potential of visualizations in enhancing operators’ trust in automated systems in general is an under
explored research area. Helldin et al. explored the use of visualizations to enhance trust during an automated car drive
scenario [18]. The results from this study show that the drivers who were provided with the uncertainty visualization
performed better in take-over situations, and better calibrated their trust in the automatic driving system. The control
group, on the other hand, indicated higher trust while performing worse. Other work in human factors domain also
suggest the use of visualizations to communicate the state of the automated systems [1].

III. Simulation and Visualization Approach to Improve Trust in On-Board Automated
Activity Scheduling

When using the on-board automated scheduler, the operators provide a set of priority-ordered activities with specific
resource requirements as well as ordering and timing constraints for these activities. Additionally, the scheduler takes
into account plan-level constraints such as allowed total duration, minimum state of charge, and handover state of charge.
The scheduler generates an initial schedule adhering to all the constraints while maximizing the number of activities
scheduled [12]. However, when activities run significantly longer or shorter available resources change significantly,
and the on-board scheduler is reinvoked to generate an updated schedule. Note that activity durations vary significantly
during actual execution due to many factors, including, but not limited to, time of execution and environmental factors
such as temperature. Hence, predicting a likely activity execution timeline on the ground is a non-trivial problem.

In order to characterize the behavior of the on-board scheduler in the face of uncertain execution, we feed a given
plan to a Monte Carlo simulation to generate possible executions. In each simulation execution we vary the activity
durations. Therefore, resource consumption (time, energy, data volume) varies in each run, which is the key determinant
in execution variation. By analyzing a large number of possible executions, we can identify situations where activities
may not execute or other undesired behaviors occur.

Currently we generate one hundred possible execution traces using Monte Carlo simulations. This output is
reviewed by the operators, who conventionally review only a schedule during activity planning. In order to mitigate the
increase in cognitive load and analysis time required to review simulation outputs, we adopted a visualization approach.
Visualizations map patterns in the data to visual patterns which can be effectively recognized by humans [48], without
resorting to computational analysis approaches which pose higher development costs. Interactive visualizations, in our
case, can be highly effective in communicating likely execution possibilities while highlighting outliers in execution.
However, the data set is rich, and there are many possible approaches to visualize the data. In the next section, we
describe our user-centered design process of narrowing down visualization alternatives and iterating over solutions with
feedback from potential users of the visualization tool.

IV. Formative Interviews and Focus Groups with the Operators
We adopted a user-centric, task-driven approach to guide the design of our visualization tool. We started our

investigation with a series of interviews and two focus group studies conducted with six representatives of the Mars
2020 Engineering and Science operations team at Jet Propulsion Laboratory. We aimed at understanding how operators
may review and validate a constraint-based plan, and identify key questions that they try to answer during this review
and validation process.

Note that many of the operators, who participated in the formative research, previously worked on other Mars surface
missions such as Mars Science Laboratory (MSL) and Mars Explorer Mission (MER). In these previous missions, a
deterministic activity schedule was generated on the ground, and reviewing a plan meant reviewing a Gantt chart of
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activities laid out on a timeline. Consistent with this experience, operators initially indicated a desire to review what
they called a single ’grounded plan’, where the planning tool schedules all activities on the ground with simplified
assumptions.

While showing a sample schedule to operators is a simple solution, this approach poses significant issues of lack of
communication of how as-run execution might deviate from what operators reviewed on the ground beforehand. We
believe that large discrepancies between what operators validated on ground and what actually happened on-board can
significantly undermine operators’ trust and confidence in the automated scheduling tool. While noting this limitation,
operators indicated that reviewing one schedule is a mentally taxing task, and reviewing hundreds of schedules within
the five hours tactical planning window of the Mars 2020 mission is not feasible.

To address these challenges, we focused our attention on highly simplified visualizations dedicated to answer specific
questions that operators’ try to answer when they review and validate a constraint-based plan. We performed two focus
group studies with the same group of operators, where we showed them earlier iterations of the visualizations. Among
the visualizations we reviewed, aggregated views were found the most informative by the operators. We also asked the
operators to comment on the utility of each display, and verbalize their reasonings.

We used feedback from the users of these early versions of the visualization to distill a set of key questions that an
appropriate visualization would need to address:

Q1 - What is the overall temporal structure of the plan?
Q2 - When an activity will get executed most likely?
Q3 - Which activities show high variability in terms of execution start times?
Q4 - What is the likelihood of successfully scheduling an activity in all runs?
Q5 - Which activities are likely to run in parallel?
Q6 - Are there any unintended overlaps between activities?
Q7 - In what ways ordering of activities might change?
Q8 - Are there any unintended orderings between activities?
Q9 - How much power profile can vary at what point in the plan?
Q10 - How much data accumulation can vary at what point in the plan?

In the next section, we introduce the visualization designed to answer each of these questions and map specific
affordances of the visualizations to the questions listed above.

V. Overview of the Visualization
The focus of our simulation and visualization tool is to provide a quick summary of a plan’s temporal behavior

to a large group of operators who are scientists and engineers and need to adopt the automated scheduling paradigm,
while not understanding the inner workings of the algorithm. To this end, the visualization aims to summarize the
simulated execution traces with respect to operator-defined constraints. Visualizations aimed at expert users to review
the decision-making process of the automated scheduling tool is beyond the scope of this paper.

Accordingly, the visualization communicates three major aspects of the plan. First, it summarizes input constraints
defined by the operators. Second, it overlays any specific simulation output on the input constraints. The real value of
the visualization is in the third aspect, where users can have an aggregated summary of all simulation outputs. In the
following sections, we describe each of these three components.

A. Input Plan Summary
The Figure 1 displays a visualization that summarizes input timing and ordering constraints defined per activity.

The activities are ordered according to their average start time in the simulation data. The arcs on the left hand side
encode ordering constraints, and the blue end is the activity that has to start or complete before the activity on the
orange end. Activities that have to perform at a specific time are shown with pins on the timeline. The gray bars on the
timeline indicate allowed start times for an activity, while the pink dot indicate the defined cutoff time. These are called
execution windows for an activity. Activities can have up to three disjoint execution windows. The numbers preceding
the activity names are their priority, where lower numbers map to higher priority. Priorities and timing constraints are
defined independently.
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Fig. 1 First, we visualize the temporal and dependency constraints of all activities in the plan.

Fig. 2 Users can view any of the simulation outputs against the input constraints.

B. Simulated Execution Timelines Visualization
The user can overlay simulated schedules on the input constraint viewer as shown in Figure 2. All hundred simulation

outcomes are listed above with a dot. The user can toggle between any simulation output by clicking on the dots. The
users can play all simulation results with a continuous animation. When an activity is not scheduled in a simulation run,
a red dot at the beginning of the timeline row appears, indicating the failure. The data profiles and power resource
profiles associated with each simulation can be displayed below the schedule.

C. Aggregated Summary Visualizations
These visualizations present several key aspects of the simulation data, specifically designed to answer the key

questions that operators may need to answer when reviewing and validating a constraint based autonomous plan, which
are listed in the previous section.

The first visualization on the right in Figure 3 aggregates start and end times per activity for all hundred simulations.
The visualization clearly shows that, despite having wide execution windows, many activities cluster around specific
times in the timeline (Q1, Q2). The visualization is also effective in highlighting outliers, indicating high variation
in their start times (Q3). The users have the option to toggle on and off end times. Viewing end times along with
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(a) Activity start time variation in absolute time (b) Activity start time variation within execution window

Fig. 3 Aggregated summary visualization of scheduling success rate, start time variability and duration
variation.

start times improves understanding of parallelism relationships among activities in this view. The users also have the
toggle option to view start and end time variability relative within the execution window or in absolute time as shown in
Figure 3 left and right. The gray bars to the right of the display shows duration per activity. The blue strokes at the end
of the gray bars show variation in duration for the activity. When a specific activity is not executed in all simulation
runs, a success percentage is displayed for the activity (Q4). Note that failure in execution is strictly related to failure
in scheduling in our simulations. While not being able to execute opportunistic activities in all runs is an expected
outcome, operators expect certain activities to be scheduled and executed in all simulation runs. Hence this information
plays a key role in ensuring plans validity.

The next visualization illustrate which activities overlap or run in parallel with which activity, using the connecting
arcs. The thickness of arcs encodes frequency of overlap happening between any given activities (Q5, Q6) as shown
in Figure 4 left. Similar arc visualization to the right shows order swaps between activities (Figure 4 right). Again
arc thickness encodes frequency of the specific order swap happening in simulation runs (Q7, Q8). As noted earlier,
activities are sorted by their average start time. If no overlap or order swap relationship is indicated between two
activities by the arcs, the viewer should interpret activity above finishes before activity below (Q6, Q8). Note that an
earlier iteration of these visualizations utilized an adjacency matrix to encode ordering and parallelism relationships.
However, adjacency matrix representation was found harder to interpret and less familiar by the operators during our
focus group studies. We then simplified the visualization as arc diagrams.

Finally aggregated power profile and data profile visualizations show variation in these key resources across
simulation runs as shown in Figure 5. The power profile visualization for instance clearly shows how frequently
minimum state of charge was reached and at what point in the plan (Q9, Q10).

In addition to these questions, the visualization can help users to look beyond well-formed queries, and help glean
insights about the behavior of the automated system. Over time, the visualization should help operators build a mental
model of the algorithm, so that they can more reliably predict its behavior, which, in turn, will help build trust between
the human operator and the automated system.
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Fig. 4 Arc visualizations that encode frequency of overlaps and order swaps across activities during all
simulation runs. Note that activities are sorted by average start time. If no overlap or order swap relationship
is indicated, activity above should be assumed to complete before the activity below.

Fig. 5 Aggregated power and data volume resource profiles for all simulation runs.

VI. Qualitative Validation Study
The purpose of the study is to assess whether operators’ perception and trust in the automated scheduling would

improve when they review the ground simulations of the plan holistically, using the aggregated summary visualizations.
Since confidence and trust are subjective constructs, we chose to conduct a qualitative assessment to gather self-reported
confidence and trust scores of operators, and looked for different responses modulated by the presence or absence of the
aggregated summary visualization.

A. Participants
We recruited eight participants with Mars surface mission operations experience. We excluded the operators who

reviewed the visualizations beforehand. Our gender distribution was three female and five male. Five participants were
in age range of 20 to 30, two participants were in age range of 30 to 40, and one participant reported above 50. Their
operational experience ranged from two to seven years with an average of four years. Five out of eight participants had
background in aerospace engineering, and the remaining operators had background in software engineering. None of the
participants reported other engineering or science fields as their primary background. All participants had performed
activity planning related roles.
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B. Data Sets and Visual Material
We used three planning data sets for the study. One data set was used for training, and the other two were used for

the experimental conditions. Training data consisted of 18 activities, each with a temporal constraint. There were 12
dependency constraints defined across the 18 activities. The experimental data sets included 40 activities (+/-2), each
with temporal constraints. Each experiment data had about six dependency constraints across activities. Simulations of
both plans showed comparable order swap and parallelism relationships among activities.

In order to provide better experimental comparison between conditions, we decided to simplify some of the presented
simulation data and interaction features in the experimental condition. For example, we removed continuous animation
of simulation results. We assumed that while users would be entertained with an animation initially, it would be time
consuming during the study and less useful compared to a user directed switch between different simulations. Second,
we removed the data profile and power plots in both conditions in order to focus participants’ attention to the temporal
structure of the plan. During the training, we conveyed to the users that they should assume that plan is safe to execute
in terms of power and data resources. Finally, we did not show users percentage of scheduling success and used data
sets where all activities are scheduled in all simulation runs.

C. Study Protocol
We designed an evaluation to assess whether the aggregated summary visualizations improved operators’ perception

and trust in the automated scheduling tool. Because we sought to test with space flight operations engineers experienced
with a particular spacecraft, which represent a very limited population, we elected to use a within-subjects design. Figure
2 shows the control condition (Condition A), which uses a simple rendering of simulation results on a conventional
timeline visualization. Figures 3 (either left or right) and 4 show Condition B, which supplement the control condition
with the aggregated summary visualizations, displaying them above the condition A visualization. Hence, the difference
between conditions is the absence or presence of aggregated summary visualizations. Since condition A was the control,
we kept the order of conditions fixed across users. However, we counterbalanced the order of datasets across users.
Therefore, half the participants viewed the first data set with Condition A, the other half viewed the second data set with
Condition A and vice versa for Condition B.

At the beginning of the study we gave a brief explanation of the automated planning tool, and explained the purpose
of the study to the participants as evaluating visualizations to review ground simulations of automated scheduling. We
then gave a five minute training to the participants for condition A, explaining to them visual encodings, and explained
to them how to interpret the data. During this training, we explained to the users that they will be reviewing simulation
data, and actual execution of plan may not be exactly like any of the simulated schedules that they are going to review.
We also told them to assume that plan is safe to execute with respect to power and data resources.

The users then viewed one data set in Condition A. We let them explore different simulations freely. We prompted
several questions during their investigations, such as ’what can you say about ordering between activity x and y?’, or
’how likely you think activity x overlaps with activity y?’. The questions were focused on activities that showed high
variation in their timing and ordering, meant to situate the participants in interpreting data using the visualizations.
These questions motivated them to seek further variations in the data. We asked open-ended questions about their
general observations of the plan’s temporal structure. After about 10 minutes, we asked the participants whether they
feel confident in their understanding of how the plan may behave. Once they confirmed that they are sufficiently
understanding the plan’s temporal structure, we moved onto the second part.

Before the second part of the study, we gave the participants a brief training explaining visual encodings in the
aggregated visualizations. We explained to them how to interpret the data going through few examples. Afterwards,
the participants viewed condition B with the other data set. We repeated the exact same procedure, letting them to
investigate freely, and then prompted them with similar questions related to specific activities. Towards the end, we
again asked open-ended questions about their general observations of the activity plan.

After participants interacted with both visualizations, we gave them a demographics survey, followed by a qualitative
evaluation survey with a 7-point Likert scale, ranging from "not at all" (1) to "extremely" (7). Questions 1 - 14 were
paired, repeating same question for each condition. The survey questions were modified from a general-purpose
confidence / trust assessment survey proposed in [29]. We did not use the general purpose trust survey questions in
this study, because we found that the participant in the pilot study evaluated the underlying system (the automated
planning tool itself), instead of whether the visualizations improve the trust in the automated planning tool. However,
we incorporated the dimensions suggested in [29].

The question pairs asked per condition can be summarized as follows:
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• Q1-2: Comprehension: I was able to understand temporal structure of the plan with...
• Q3-4: Unpredictability: I detected unpredictable schedules with ...
• Q5-6: Variance: I felt confident in my understanding of the variance in schedule with ...
• Q7-8: Uncertainty: I felt confident in my understanding of uncertainty in execution outcomes with...
• Q9-10: Familiarity: I felt familiar with the planning tool with ...
• Q11-11: Reliability:I found the planning tool reliable with ...
• Q13-14: Trust: I can trust this planning tool to create schedules in the future with ...
Questions 15-19 were specific to Condition B. These questions assessed operators’ perceived performance using

the aggregated summary visualization as well as their preference to utilize it. These questions can be summarized as
follows:

• Q15: Helpfulness: Aggregated summary visualization was helpful.
• Q16: Perceived speed: I was able to detect variance in schedule faster with the aggregated summary visualization.
• Q17: Perceived accuracy: I was able to detect variance in schedule more accurately with the aggregated summary
visualization.

• Q18: Increase in confidence: Aggregated summary visualization increased my confidence in safety of plan
execution.

• Q19: Preference: I would need the aggregated summary visualization to make informed decisions about
constraint-based automated planning in the future.

Finally, we audio-recorded all eight sessions, which lasted about 30 minutes on average. The results are summarized
below.

Fig. 6 Summary of survey study results for both questions comparing both visualization conditions (from 1 to
14) and for questions assessing benefits and preference for aggregated summary visualization (from 15 to 19).

D. Summarized Survey Questions and Results
Despite having a small participant pool, the survey results showed consistent pattern, indicating a clear increase in

users’ perceived performance as well as improved trust and confidence in the automated scheduling when simulations
were presented with the aggregated summary visualizations (Condition B). The bar chart shown on the left of Figure 6
shows that scores were higher (more positive) for Condition B for six out of seven dimensions of trust and confidence.
The participants reported that they could understand the temporal structure of the plan (Q1 vs Q2), and detected outliers
more effectively (Q3 vs Q4) in Condition B. They also reported higher confidence in their perception of variance and
uncertainty in the plan in Condition B (Q5 vs Q6, and Q7 vs Q8 respectively). With respect to familiarity-related
questions (Q9 vs Q10), we believe that some participants evaluated their familiarity with the visualization rather than
with the planning tool for that question. Hence, they gave higher scores to the more conventional timeline visualization
used in Condition A. In fact, participants who gave a low familiarity score to Condition B, verbally indicated that they
had to spend time to learn how to read that visualization. Finally, participants reported increase in reliability to and
confidence in the underlying planning tool for Condition B.
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The bar chart in 6 right shows that all participants reported that the aggregated summary visualization was helpful
(Q15) with a 6.57 mean score. Participants reported that they were faster and more accurate to detect variance in possible
schedule outcomes using the aggregated summary visualizations (Q16, Q17). They also reported higher confidence in
plan’s execution in Condition B (Q18) as well as a strong preference to utilize the aggregated summary visualization to
accompany the automated scheduling (Q19).

E. Qualitative Feedback
One of the major concerns we had about the aggregated summary visualization was it’s novelty as opposed to the

familiarity of the visualization used in Condition A. However, after a brief training, all participants were able to interpret
the visual encodings in the aggregated summary visualizations. In fact, in Condition B, where both visualizations were
present, all participants spent more time studying the aggregated summary visualization. Only 3 out of 8 participants
viewed the timeline visualization shown in Figure 6.

6 out of 8 participants reported that clicking through individual execution timelines was cumbersome. While
some participants clicked through many simulations before arriving at conclusions, others felt confident after viewing
randomly-selected subset of simulations. One participant, P3, indicated that "...I think there is excess of information...you
are not going to click through 100 plans, I think I clicked about 15 to 20". Another participant, P5 commented "I can see
it [the activity] moving around, but you have to know the right one to click to see different behavior." In fact, four out of
eight participants explicitly indicated a need to have a statistical summary visualization. For instance P5 commented
"...but if I clicked on an activity, it would be nice to see a distribution of where that activity did execute in all the runs."

When using the timeline visualization (Condition A), we observed that participants’ perception of variation in the
temporal structure of the plan showed a diverging trend. While half the participants quickly noted that the plan follows a
similar trend in all simulations (P3, P4, P5), others used a less certain language when commenting on possible activity
execution outcomes. For instance, P2 commented that activities can execute any time in their execution window, and
added "...ordering can be pretty much random." P7 commented "...they [activities] seem to happen at pretty wide range
of times, ... this [one activity] can happen pretty much anytime." P7 further commented that "I am observing some
trend but yet again I see some simulations where things don’t follow that trend." We believe that not being able to see a
holistic picture led these participants to assume a higher variation.

On the other hand, when using the aggregated summary visualization participants verbalized insightful comments
about the behavior of the plan. For instance, P4 commented "even though the activity has a large execution window,
it always gets executed before this UHF pass [communication window], so I can expect to have the data from that
observation on the ground." P8 commented on the value of arc visualizations indicating that they are more effective
than a timeline display to show whether activities do actually overlap. P6 indicated "that’s kind of hard to see ... [on a
timeline] whether activities do overlap, or barely one is starting when one is ending, here [on the arc visualization] it is
clear that they do sometimes overlap... in fact things overlap more than I would assume looking at this plot [timeline
visualization]".

At the end of the study, we asked participants to provide general comments about the visualizations. The participant
with the most expertise in activity planning, P2, indicated that “...Would I trust this [on-board automated scheduling]
without human in the loop? ... I think there is a threshold to overcome to say yes ... with a lot of validation like this
[aggregated summary visualization] so the behavior is understood, the visualization helps me get more insight to see
what is happening under the hood. “ Similarly, P5 noted “Looking at the top view [aggregated summary visualization],
it’s a lot easier for me to identify questions I might have as an approver... [such as] these two activities run in parallel
very infrequently, and maybe nobody thought about that ... ‘hey Mastcam are you OK with your doc imaging and z-deck
monitoring running in parallel? ’ ... ’oh no, that’s bad, we missed a constraint’ ”. On the same topic P8 noted that
"...checking for specific science intent is a lot easier with this [aggregated summary] visualization... if I see things
running in parallel, I can quickly pick out ’why are those running in parallel, that shouldn’t be allowed.’"

VII. Discussion and Future Work
The qualitative assessment results validated the potential role that visualizations can play at easing the adoption

of constraint-based activity planning and automated scheduling that will be utilized in the Mars 2020 mission. The
aggregated summary visualizations present rich information about the variance in execution of a constrained-based
plan neither burdening users with too much information, nor hiding uncertainty from them. Being able to observe in a
concise form, how the automation may behave under different circumstances does increase the self-reported trust and
confidence rating in the system. However, our results should be interpreted as preliminary both in exploring the design
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space of possible other visualizations, as well as the validation of the benefits.
In the future, we aim to enrich the visualization tool to address other challenges related to constraint-based planning.

For instance, we plan to use visualizations to diagnose broken plans where activities fail to execute during simulations.
Note that activities can fail to schedule and execute due to shortage of any resource that they require, ranging from
power, heating, time, to a busy instrument. A failure can be due to complex interactions between activities where
multiple resource shortages come into play. Providing deterministic diagnostics for the reasons of a scheduling and
execution failure is a non-trivial problem to solve. We aim to leverage operators’ visual perceptual abilities and help
them diagnose possible failures. These visualizations will focus on presenting the availability of resources throughout
simulation timelines.

We also aim to validate our approach by gathering more quantitative data. While participants reported increased
confidence when using our visualization tool, this result brings forth the question of whether having such increased
confidence is justified. The visualization is only useful if users’ confidence is increasing in parallel to their comprehension
of the possible execution outcomes of the constraint-based plan. If not, a sense of confidence that is only perceptual and
subjective can even be harmful during actual activity planning operations. Hence, we plan to measure self-reported
confidence against quantitative assessment of comprehension of the temporal structure and variance of a plan.

VIII. Conclusion
This project emanated through challenges faced in adopting an automated on-board scheduling system that is to

replace a highly conventional and deterministic mode of activity planning. Even if the safety of execution of activity plan
is guaranteed, human operators still need to understand how the system can behave before approving a constraint-based
plan. While Monte Carlo simulations provide possible execution outcomes to study the behavior of the on-board
scheduler, the amount of data produced at the end of these simulations poses a comprehension challenge for the operators.
Our approach to aggregate and visualize such simulation data has been positively embraced by the operators who can
potentially work with automated activity scheduling tools. The preliminary qualitative assessment indicates a strong
user preference for visualizing simulation data in the proposed manner.
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